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Abstract

Sensing and understanding the indoor and outdoor urban space that humans live in is one of
the core tasks of GIScience researchers and practitioners. Buildings, as the most important liv-
ing spaces of humans, attract much attention. Acquisition of accurate, detailed, up-to-date, and
full coverage building information is the prerequisite of a variety of key applications, such as
city planning, smart city, and location-based services (LBSs). The mainstream indoor and out-
door building reconstruction solutions can be coarsely categorized into two groups: equipment-
dependent sensing and volunteered geographic information (VGI). The former detects the build-
ing elements by associating the sensor measurements with target building elements. The biggest
challenge is that full coverage and refined sensor measurements (e.g., image or LiDAR point
cloud) on a large-scale are unavailable. Furthermore, it fails to detect some unobservable build-
ing elements, such as the salience of buildings perceived by humans and the main entrance that
is normally invisible from the streets and the air. VGI, which leverages the wisdom of humans,
is gaining more and more attention. OpenStreetMap (OSM), as one of the most successful VGI
projects, provides high-quality and freely editable and accessible geospatial information world-
wide. However, due to the characteristics of crowd-sourcing, the missing of building elements
(e.g., building type) on OSM occurs quite frequently.

To overcome the challenges faced in the two solutions, this dissertation investigated the po-
tential of inferring distinct indoor and outdoor spatial (specifically building) elements based on
existing or available spatial elements on OSM or provided by sensing equipment, leveraging the
association relationship between the spatial elements. Furthermore, this dissertation compared
and explored the applicability of two kinds of reasoning mechanisms using manually defined
explicit rules and learned implicit rules in this context, respectively. Four representative in-
door and outdoor building elements (i.e., roof shape, room usage, main entrance, and landmark
salience) were taken as examples to explore how and why the four building elements can be
inferred by explicit and/or implicit rules. Finally, the results of the four studies were combined
to answer the questions related to the research objectives.

The first study investigated how the explicit rules involving in combination and symmetric
characteristics of the footprint can be used to reason the possible roof shape combination of
complex buildings. Due to the small number of associated elements and numerical elements,
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iv Abstract

manually defining several explicit rules is proper. The results showed that the pure explicit
rules perform well in ruling out most of the incorrect options of roof shapes. In the second
study, implicit rules derived from imbalanced learning approaches were adopted to predict the
location of the main entrance of public buildings based on the footprint and spatial context (e.g.,
roads) of the building, which are available on OSM. The experimental results revealed that the
location of the entrance highly correlates the footprint and spatial context of the building and
the derived implicit rules can effectively predict the location of the main entrance. Explicit rules
cannot solve the problem faced in entrance prediction since the number of associated elements
and numerical elements is large and there exist also internal association relationships. The third
study compared the fusion of explicit and implicit rules and pure implicit rules in predicting
the room usage of research buildings based on the geometric map. The results reveal that both
solutions achieve an acceptable tagging accuracy but the former one is stronger than the later
in rule re-usability while the latter is stronger than the former in robustness. It also proves that
fusing explicit and implicit rules in room usage tagging is a good option. The fourth study
used implicit rules derived from Genetic Programming to model the quantitative relationship
between the salience and the visual and semantic attributes of landmarks in shopping malls,
which is compared with the model defined by explicit rules. The results show the implicit rules
are stronger than the explicit rules in salience prediction accuracy but weaker in interpret-ability.

The results of the conducted studies in this dissertation highlighted the potential of the as-
sociation of spatial elements in inferring the target spatial (building) elements given existing
spatial information on OSM. The results also revealed that both explicit rules defined by experts
and implicit rules derived by statistical learning are useful in reasoning the building elements,
but they showed distinct performance in prediction accuracy, robustness, rule re-usability, and
interpret-ability. Their applicability varies as the complexity of the association relationship
(e.g., number of associated elements, numerical elements, and internal association relation-
ships) and the availability of expert knowledge and tagged data. The fusion of both explicit and
implicit rules shows great potential.



Kurzfassung

Das Wahrnehmen und Verstehen des städtischen Innen- und Außenraumes, in dem Menschen
leben, ist eine der Kernaufgaben von Forschern und Anwendern in der Geoinformatik. Gebäude
als wichtigste Lebensräume des Menschen ziehen viel Aufmerksamkeit auf sich. Die Erfas-
sung exakter, detaillierter, aktueller und vollständiger Gebäudeinformationen ist die Voraus-
setzung für eine Vielzahl von Schlüsselanwendungen wie Stadtplanung, Smart City und stan-
dortbasierte Dienste (LBSs). Die gängigen Lösungen für die Rekonstruktion von Innen- und
Außengebäuden lassen sich grob in zwei Gruppen einteilen: geräteabhängige Erfassung und
freiwillige geografische Informationen (VGI). Ersteres erkennt die Bauelemente, indem es die
Sensormessungen mit Zielbauelementen verknüpft. Die größte Herausforderung besteht dabei
darin, dass eine vollständige Abdeckung und präzise Sensormessungen (z. B. Bild oder LIDAR-
Punktwolken) nicht in großem Maßstab verfügbar sind. Darüber hinaus werden einige nicht
beobachtbare Gebäudeeigenschaften nicht erkannt, wie z. B. Salienz von Gebäuden, die von
Menschen wahrgenommen werden, sowie der Haupteingang, der normalerweise von der Straße
und der Luft nicht sichtbar ist. VGI, welches das Wissen von Menschen nutzt, gewinnt immer
mehr an Aufmerksamkeit. OpenStreetMap (OSM) bietet als eines der erfolgreichsten VGI-
Projekte weltweit hochwertige, frei bearbeitbare und zugängliche Geoinformationen. Aufgrund
der Eigenschaften von Crowd-Sourcing tritt das Fehlen von Gebäudeelementen (z. B. Gebäude-
typ) in OSM jedoch ziemlich häufig auf.

Um die Herausforderungen zu bewältigen, denen die beiden Lösungsansätze gegenüber-
stehen, untersuchte diese Dissertation das Potenzial, unterschiedliche räumliche (insbesondere
Gebäude-) Elemente im Innen- und Außenbereich auf der Grundlage vorhandener oder ver-
fügbarer räumlicher Elemente in OSM oder durch Sensorik bereitzustellen, wobei die Assozi-
ierung zwischen den räumlichen Elementen genutzt wurde. Darüber hinaus verglich und un-
tersuchte diese Dissertation die Anwendbarkeit von zwei Arten von Argumentationsmechanis-
men unter Verwendung manuell definierter expliziter Regeln und erlernter impliziter Regeln in
diesem Zusammenhang. Vier repräsentative Innen- und Außenbauelemente (Dachform, Gebäu-
denutzung, Haupteingang und Salienz von Landmarken) wurden als Beispiele herangezogen,
um zu untersuchen, wie und warum die vier Bauelemente durch explizite und / oder implizite
Regeln abgeleitet werden können. Schließlich wurden die Ergebnisse der vier Studien kom-
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biniert, um die Fragen im Zusammenhang mit den Forschungszielen zu beantworten.

In der ersten Studie wurde untersucht, wie die expliziten Regeln für die Kombination und
die symmetrischen Eigenschaften des Grundrisses verwendet werden können, um die mögliche
Dachformkombination komplexer Gebäude zu begründen. Aufgrund der geringen Anzahl zuge-
ordneter Elemente und numerischer Elemente ist es richtig, mehrere explizite Regeln manuell
zu definieren. Die Ergebnisse zeigten, dass mit den expliziten Regeln die meisten falschen
Möglichkeiten für Dachformen ausgeschlossen werden können. In der zweiten Studie wurden
implizite Regeln angewendet, die aus unbalancierten Lernansätzen abgeleitet wurden, um den
Ort des Haupteingangs von öffentlichen Gebäuden basierend auf dem Fußabdruck und dem
räumlichen Kontext des Gebäudes (z. B. Straßen), welche auf OSM verfügbar sind, vorherzusagen.
Die experimentellen Ergebnisse zeigten, dass die Position des Eingangs in hohem Maße mit der
Grundfläche und dem räumlichen Kontext des Gebäudes korreliert und die abgeleiteten im-
pliziten Regeln die Position des Haupteingangs effektiv vorhersagen können. Explizite Regeln
können das Problem der Eingangsvorhersage nicht lösen, da die Anzahl der zugeordneten El-
emente und numerischen Elemente groß ist und auch interne Assoziierungen bestehen. In der
dritten Studie wurde die Verschmelzung von expliziten und impliziten Regeln und rein im-
pliziten Regeln bei der Vorhersage der Raumnutzung von Forschungsgebäuden anhand der ge-
ometrischen Karte verglichen. Die Ergebnisse zeigten, dass beide Lösungen eine akzeptable
Markierungsgenauigkeit erreichen, die erstere jedoch in der Regel wiederverwendbarer ist als
die zweite, während die letztere in ihrer Robustheit stärker ist als die erstere. Es zeigt auch, dass
das Zusammenführen expliziter und impliziter Regeln bei der Kennzeichnung der Raumnutzung
eine gute Option ist. Die vierte Studie verwendete implizite Regeln, die durch genetischen Pro-
grammierung abgeleitet wurden, um die quantitative Beziehung zwischen der Salienz und den
visuellen und semantischen Attributen von Orientierungspunkten in Einkaufszentren zu model-
lieren, die mit dem durch explizite Regeln definierten Modell verglichen wird. Die Ergebnisse
zeigen, dass die impliziten Regeln in Bezug auf die Genauigkeit der Salienzvorhersage stärker
als die expliziten Regeln sind, jedoch in Bezug auf die Interpretationsfähigkeit schwächer.

Die Ergebnisse der in dieser Dissertation durchgeführten Studien haben das Potenzial der
Assoziierung räumlicher Elemente zu OSM bei der Bestimmung der räumlichen Zielelemente
(Gebäudeelemente) unter Berücksichtigung vorhandener räumlicher Informationen hervorge-
hoben. Die Ergebnisse zeigten auch, dass sowohl explizite Regeln, die von Experten definiert
wurden, als auch implizite Regeln, die durch statistisches Lernen abgeleitet wurden, nützlich
sind, um die Bauelemente zu bestimmen und sie zeigten eine sehr gute Leistung in Bezug auf
Vorhersagegenauigkeit, Robustheit, Wiederverwendbarkeit von Regeln und Interpretierbarkeit.
Ihre Anwendbarkeit variiert je nach Komplexität der Assoziierungsbeziehung (z. B. Anzahl der
zugeordneten Elemente, numerischen Elemente und internen Assoziationsbeziehungen) und der
Verfügbarkeit von Expertenwissen und markierten Daten. Die Verschmelzung von expliziten
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und impliziten Regeln zeigt großes Potenzial.
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1. Introduction

Sensing and understanding the urban space that we live in is one of the core tasks of GIScience
researchers and practitioners. Buildings, as the most important living spaces of humans, at-
tract much more attention. Acquisition of accurate, detailed, up-to-date, and full coverage (i.e.,
indoor and outdoor) building information is the prerequisite of a variety of key applications
(Haala, Kada 2010; Rottensteiner et al. 2012; Volk et al. 2018; Vosselman et al. 2001), includ-
ing smart city, city planning, building energy modeling, telecommunication planning, noise
simulation, and real-time use such as location-based services (LBSs), gaming, and virtual re-
ality. For instance, through modeling the influence of the roof shape and building height on
the wind flow and dispersion of gaseous pollutants from vehicle exhaust within urban canyons,
the gas pollution issue in a city can be monitored (Allegrini 2018; Huang et al. 2009). Be-
sides, the detailed 3D information on the building stock will ensure more accurate urban energy
analysis that is required for smart city services (Bahu et al. 2014). Specifically, through the
geometric calculation based on the 3D building models and other building physical character-
istics (e.g., volume, material, height, building type), dynamic heating and cooling demands for
buildings can be estimated accurately (Hosseini et al. 2018; Yassin 2011). Furthermore, given
the salience of indoor/outdoor landmarks of buildings, a more user-friendly landmark-based
navigation system can be implemented, which can reduce pedestrians’ cognition burdens and
anxiety in way-finding in complex environments (Caduff, Timpf 2008; Millonig, Schechtner
2007; Riehle et al. 2008).

Collecting, managing, and analyzing the building information is necessary for Geography
Information System (GIS) no matter how it evolved since its birth (Dore, Murphy 2012; Liu
et al. 2017; Maliene et al. 2011). More specifically, from the earliest CGIS (Canadian Geo-
graphical Information System), to ESRI (Environmental Systems Research Institute), the pio-
neer and current leader of the GIS market, to the first open-source GIS, GRASS (Geographic
Resources Analysis Support System), till the today’ commercial cartography services, such as
Google Maps, Bing Maps, and Yahoo Maps, which allow users with little or no technical GIS
knowledge to interact with a GIS application and use it through Internet-based services, digitiz-
ing the building from outside to inside is the focus as well as one of the most challenging tasks
of GIS.

Apart from GIS, the other common building models that represent the details of buildings
are CityGML (Gröger, Plümer 2012) and building information model (BIM) (Azhar 2011).
CityGML represents not only the graphical appearance and topological aspects of city mod-
els, but also the semantic properties, taxonomies, and the aggregation of different features (e.g.
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4 1.1. Motivation and research context

facade and roofs), which are structured in five consecutive levels of detail (LoD). LoD0 de-
fines a coarse regional model and the most detailed LoD4 comprises building interiors, such
as rooms, doors, and windows. BIM is capable of restoring both geometric and rich semantic
information of building components as well as their relationships. It also enables multi-schema
representations of 3D geometry for indoor entities.

Briefly, regardless of today’s mature GIS platforms and commercial map providers as well as
the widely used building models, collecting complete, accurate, and detailed building informa-
tion is always significant. Currently, a couple of problems remain regarding this task. First, these
platforms and models are incapable of providing geospatial data in many developing countries,
such as in Africa (Ayanlade et al. 2010) where a free and widely available geospatial database
is highly required. Second, a lot of key building elements are incomplete or ignored, such as
the building type, building level, roof shape, entrance, indoor layout, and landmark salience.
Therefore, in recent years, many efforts have been taken by the researchers or stakeholders to
reconstruct indoor and outdoor, 2D and 3D building elements worldwide in an automatic way
(Vosselman et al. 2001) through sensing equipment such as earth observation satellites and Li-
DAR or by leveraging volunteered geographic information (VGI) (Sui et al. 2012) that utilizes
the wisdom of the crowd. Unfortunately, due to the technical limitation of sensing equipment
and data quality issue of VGI, some key building elements cannot be automatically detected or
are still missing on VGI, but many other associated spatial elements are available on VGI or can
be obtained by sensing equipment.

This dissertation, therefore, attempts to uncover the potential of association between spatial
elements in inferring indoor and outdoor spatial (specifically building) elements based on avail-
able spatial information on VGI platforms or provided by sensing equipment and to compare
and investigate the applicability of two kinds of reasoning mechanisms that apply explicit and
implicit rules, respectively. The following sections will outline the overall research motivation,
research questions, as well as the structure of this dissertation.

1.1 Motivation and research context

1.1.1 Technological challenge of equipment-based sensing and VGI

Currently, there are two mainstream solutions for reconstructing the outside and inside building
elements. The first is traditional manners that leverage sensing equipment, such as the earth
observation satellite and LiDAR, which have been intensively investigated by researchers since
the early eighties. In 1982, SPOT Image (Day, Muller 1989), the first commercial company
to distribute satellite images that cover the entire globe, was created, but only very coarse in-
formation can be extracted from the early time satellite images. With the development of new
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techniques such as LiDAR, which can be used to get elevation data with much more details,
new possibilities for large areas such as terrain analysis and 3D model reconstruction have been
opened. However, as Habib et al. (2010) point out: “digital building model generation of com-
plex structures remains to be a challenging issue”. This can be explained in two aspects. First,
fully automatic image understanding is very hard to solve and semi-automatic components are
usually required to support the recognition of very complex buildings by a human operator. Be-
sides, LiDAR is limited by its short coverage such that it is not proper for a large-scale building
reconstruction. Second, certain physical and semantic elements of buildings cannot be recog-
nized from imagery and LiDAR point clouds, such as the salience of a building perceived by
humans and the hidden building elements (e.g., entrance) that cannot be directly observed from
the air or streets.

Table 1.1. Count of buildings whose roof type, entrance, building type, and building level
have been tagged on OSM accordingly.

City
Total

buildings
Entrance

Building

type

Building

level

Roof

shape

Frankfurt 40040 1228 12988 1181 463

Mannheim 28853 1418 5178 3538 2872

Heidelberg 13580 499 2124 747 122

Karlsruhe 16695 1685 4352 3268 2013

The second solution is based on VGI, which was raised by Goodchild in 2007, using the
wisdom of the crowd, where the author pictured a network of human sensors with 6 billion
components, each an intelligent synthesizer and interpreter of local information. That is, VGI
provides us with a new means to sense and understand the urban space. One of the most success-
ful cases of VGI is OpenStreetMap (OSM) (Haklay, Weber 2008), which was founded in 2004,
initially focusing on mapping the United Kingdom. Later, it became a worldwide collaborative
map freely edited and accessed for anybody. Now, OSM can provide comparable quality (e.g.,
high coverage and accuracy) geospatial data with its commercial counterparts (e.g., Google
Maps) in many regions (e.g., Europe and the US) (Ciepłuch et al. 2010; Hochmair et al. 2013).
Every year, millions of OSM volunteers contribute geospatial data worldwide. According to the
statistics (the values are derived from our internal OSM database which is updated daily), on
November 20, 2019, the number of buildings in OSM was over 80 million. In Germany, there
are almost 9 million objects with the key as “building” to the same time point. Furthermore,
OSM provides richer building elements than its commercial counterparts. Examples include the
material, roof shape, entrance, and indoor structure, which are not widely considered by com-
mercial map providers. However, due to the editable-free characteristics of OSM, volunteers
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have the total freedom to add certain building elements. This leads to the frequent occurrence
of the missing of certain building elements on OSM, such as the entrance of buildings, the roof
type, and the internal layout of public buildings. Table 1.1 lists the number of buildings on OSM
in six German cities and the number of buildings tagged with building type, building level, roof
shape, and entrance, respectively. We can see only a small proportion (below 20%) of buildings
have been tagged with these building elements.

1.1.2 Association between spatial elements

To overcome the challenges of OSM and equipment-based sensing solutions, this dissertation
attempted to infer the missing or target building elements (i.e., roof type, entrance, room usage,
and landmark salience) based on available spatial elements on OSM or provided by sensing
equipment, leveraging the association between spatial elements. The precondition of this is that
there exists strong association between the spatial elements, which is discussed in the following
paragraphs.

Buildings are man-made structures that are constructed with plans made by people. The ar-
chitects would normally follow certain specifications or rules to make sure that the constructed
buildings function well. Hence, the buildings have significant socio-economic relevance (Fan
et al. 2014). This can be proved by the fact that many guidebooks or design code (Braun, Gröm-
ling 2005; Hain 2003; Klonk 2016; Watch 2002) about the buildings (e.g., hospitals, airports,
office buildings, and laboratories) have been proposed by the government or the experts in the
architecture domain. In the guidebooks or design codes, many general principles or constraints
have been proposed, which the architects should pay attention to when designing the building.
Some principles and constraints reflect how one spatial element affects or associates the other.
For instance, the geometric attributes (e.g., area and length) of a certain type of room (e.g.,
laboratory) are limited to certain values and the laboratory is normally located at external walls
to receive natural lit. That is, the usage of the room correlates with its geometry and spatial
context (walls) (Hain 2003; Watch 2002).Kruger, Seville (2012) declared that roofs should be
designed to minimize the collection of rainfall, snow, and leaves without creating leaks and
narrow spaces, which limits the possible roof shape combination of two adjacent rectangles
of the footprint. That is, the roof shape of a building correlates with its footprint. According
to the building design specification 1 proposed by OFFICE FOR INFRASTRUCTURE AND
LOGISTICS of EUROPEAN COMMISSION, the main entrance of a building should be easily
accessed and observed from the main roads. This reveals that the roads affect the location of
the main entrance.

The existence of the association relationship also explains why a certain type of buildings

1https://ec.europa.eu/oib/pdf/mit-standard-building-specs_en.pdf
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worldwide look like the same. Antonio Castro Neto, from the Graphene Research Center of
National University of Singapore stated that “Research labs have been globlised or uniformed
in the same way that shopping centers look exactly alike no matter where you go.” (Klonk 2016).
Steven L. Bernasek from Depertment of Chemistry, Princeton University also claimed that “In
my experience, there appears to be a universal design for the structure and organization of
laboratories. At least in chemistry, to have laboratory benches, hood space and instrumentation
space seems to be norm.” (Klonk 2016).

A couple of previous works have utilized the association of spatial elements to reconstruct
the buildings elements. For example, Fan et al. (2014) utilized the association between the
building type and the shape and size of footprints to estimate the building type using urban
morphology analysis. Kang et al. (2010) proposed detecting the entrance from an image by
considering the association between the entrance and the windows and walls. Yue et al. (2012)
proposed to predict the indoor layout of residential houses in the style of Queen Anne House
with the help of a few observations, such as footprints and the location of windows. In these
studies, promising prediction results have been achieved by using the association of spatial ele-
ments. This also proves the existence of association in spatial elements and unveils the potentials
of applying association in building elements reasoning. However, these studies do not answer
the questions about which reasoning mechanisms (rule system and statistical learning) should
be adopted in different contexts and why. Moreover, these studies normally combine the sen-
sor measurements and the association in reasoning; therefore, it is unclear to what degree the
association among spatial elements contributes to the final result.

1.1.3 Explicit and implicit rules

As discussed before, there exist association relationships between spatial elements. Given the
association relationship, rules can be manually defined or learned to infer the target building
element. In the context of building element prediction, a rule can be described as how one
or multiple known spatial elements affect or determine the prediction result of the target ele-
ments. Spatial elements can be divided into two types: numerical (e.g., area and distance) and
categorical (e.g., usage of room).

According to the ways of obtaining the rules, they can be categorized into two types: explicit
and implicit. Explicit rules are readily understood and defined by humans according to their
prior knowledge in the target field. That is, it is clear how one or multiple elements together
would affect the result of the target element from humans’ perspectives. This statement can be
described with formal language that can be understood by computers. For instance, the rule, ‘A
toilet normally does not locate between two offices’ can be described as ‘If rooms a and b are
offices and room c is between a and b, then room c is not likely to be a toilet’.
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Implicit rules are those that they do exist but cannot be clearly and exactly understood and
defined by humans due to the lack of prior knowledge in the target field or the complex associa-
tion relationships between elements. Therefore, implicit rules are normally learned from tagged
training data. The complexity here refers to the huge number of possible association manners
(associating the certain spatial elements with specific values to the result of the target spatial
element). For instance, the main entrance is physically close to the main road and the centroid
of the building footprint, easily observed from roads, located at convex edge of the footprint, or
near the bicycle parking areas. However, how to explicitly defining rules to model the complex
association relationship is difficult.

In a building reconstruction task, the target spatial element normally associates with multi-
ple spatial elements. Then an association graph is obtained by representing all the association
relationships in a unified manner. It depicts which spatial elements are associated but cannot
represent how exactly they are associated. An example of the association graph is shown in Fig-
ure 1.1. Circles and squares denote numerical and categorical elements, respectively. Dashed
shapes denote unknown elements while solid shape denotes known elements. The shape with
a shallow yellow background denotes the target element. Solid lines denote the association
relationship. The association between known elements is named internal association.

Figure 1.1. An example of association graph.

In the graph, the target element is unknown, while the other elements are known. Given
an association graph, two common methods can be used to infer the target elements with the
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known elements in the graph. The first is rule system which uses the explicit rules and the
other is statistical learning which utilizes the learned implicit rules. In rule system, experts first
manually create rules based on the association graph and prior knowledge to model the associa-
tion relationship between spatial elements. Then, given the input (known spatial elements), the
rule system would make choices consecutively according to the rules and finally output the esti-
mated result of the target element. In statistical learning, features are extracted from the known
elements in the association graph in a traditional machine learning manner or automatically
extracted from raw data in a deep learning manner without an explicit association graph. Abun-
dant features and tag triples are then gathered to train a model to associate the features with the
target element. That is, the trained model can be used to infer the target elements. Apart from
the separate application of explicit rules and statistical learning in reasoning spatial elements,
the combination of both has also been investigated. In the following sections, the definition of
rule system and statistical learning, their applications in building reconstruction as well as the
combination of both reasoning techniques will be introduced.

1.1.3.1 Definition of rule system

Rule system is the reasoning method that leverages explicit rules. It is a variant of the expert
system, which is a computer system that mimics the decision-making ability of a human expert to
solve complex problems by reasoning knowledge. Expert system is the earliest form of artificial
intelligence. According to (Tan 2017), the expert system can be divided into four classes: the
Rule-Based Expert System, the Frame-Based Expert System, the Fuzzy Logic-Based Expert
System and the Expert System Based on Neural Network. This thesis focuses on the first class,
the Rule-based Expert System, named rule system for short. Instead of representing knowledge
in a declarative, static way as a set of things which are true, rule system represents knowledge
in terms of a set of explicit rules that tells what to do or what to conclude in different situations.
In this dissertation, the manually created mathematical models by experts, which represent the
quantitative relationship between different factors are defined as a special rule system since the
execution of the mathematical model can be seen as a reasoning procedure.

A complete rule system contains three parts: explicit rule, database, and control strategy.
Any rule consists of two parts: the IF part, called the antecedent (premise or condition) and
the THEN part called the consequence (conclusion or action). A rule can have multiple an-
tecedents joined by the keywords AND, OR, or a combination of both. For example, for a rule,
its conditions can be ‘if the room area is beyond 200 square meters or if the room is connected
to an office through internal doors’, and its consequence could be ’the room is not a toilet’. The
database is responsible for storing the conditions and results in the rule statement. When the rule
is executed, the corresponding condition is called from the database and the result is put into
the database as a condition for other rules. The control strategy is usually executed in a module
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named ”inference engine”. Its role is to explain how to apply or combine the rules given a cer-
tain input. That is to select the appropriate rules in the inference process. The inference process
of the inference engine can be divided into forward and reverse.

One important variant of rule system is Grammar (Ginsburg 1966). It is targeted for the
objects that comprise multi-hierarchy sub-objects (e.g., language, gene, and building). For in-
stance, for a paragraph, it can be divided into multiple sentences, which can be further divided
into multiple words. A grammar consists of a set of rules for rewriting or generating the target
objects along with a ”start symbol” from which rewriting starts. That is, a grammar is usually
functioning as an object generator. Besides, it can also be used as the basis for a ”recognizer”—a
function in computing that determines whether a given object belongs to the target objects or
is grammatically incorrect. For instance, to judge if a given indoor layout is correct according
to the defined grammar rules. Equation 1.1 denotes the general format of a rule in grammars.
Z represents the parental or superior objects that can be split into or replaced by the right-hand
objects denoted by Xk. xk and z denote the instance of an object. pi denotes the parameter
that is instantiated when a rule is applied. The pre section defines the preconditions that should
be satisfied before applying this rule. Grammar was widely used in natural language process-
ing (Doran et al. 1994), bioinformation (Fishman, Porter 2005) , and building reconstruction
(Vanegas et al. 2010).

Zz(p1, p2, ..., pi)〈pre〉 := X1x1, X2x2, ...Xkxk (1.1)

1.1.3.2 Application of rule system

The first applicable rule system is believed to be the DENDRAL system (Lindsay et al. 1993),
which was developed by Stanford University in 1965, according to the requirements of the Na-
tional Aeronautics and Space Administration. With the pre-entered rule of thumb, the DEN-
DRAL system can automatically generate molecular structures that can interpret spectral data.
Since then, rule system has attracted much attention from the researchers and been successfully
applied in different domains, such as health diagnosis (Naser, Al-Bayed 2016), lexical analysis
to compile or interpret computer programs (Dym 1985), and in natural language processing
(Blosseville et al. 1992).

Building reconstruction can be regarded as a special reasoning problem. Hence, rule system
has been extensively applied in building reconstruction by introducing prior knowledge about
the buildings. This can benefit reconstruction by reducing the demands on the coverage, density,
and accuracy of sensor measurements. For instance, Becker, Haala (2009) manually created a
couple of grammar rules to represent the common compositional forms of windows and doors
on walls. Based on the derived grammar, the accurate façade of buildings can be automatically
detected with the help of a few sensor measurements (e.g., LiDAR or images). Likewise, Philipp
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et al. (2014) manually created a couple of grammar rules to represent the multi-hierarchy layout
principles of indoor entities of buildings, such as corridors and rooms. Then, with partial sparse
measurements (e.g., point clouds, images, and traces), the complete indoor layout of buildings
can be reconstructed. Yang, Tian (2010) created a couple of IF-THEN rules about the shape and
appearance characteristics of doors, based on which the doors can be recognized from images.

For simple problems, defining a few explicit rules to aid the reconstruction task is useful and
cost-effective. This enhances the intelligence of measurements-based reconstruction solutions.
However, when the problem becomes complex, creating thousands of explicit rules to describe
the target domain is troublesome. The incorrect definition of a certain rule might even cause
the failure of the whole system. For instance, in early times, many researchers manually derived
grammar rules for formal language and hoped that this can improve the intelligence of natu-
ral language processing tasks (Boguraev, Briscoe 1987; Calder et al. 1988; Wang et al. 2000),
such as part-of-speech tagging and syntax parsing. Finally, thousands of explicit rules were
created but still could not obtain a practical and stable tagging or parsing system. Today, for
such problems, most researchers leverage implicit rules derived by statistical learning (Brants
2000) especially deep learning (Young et al. 2018) when abundant tagged training data becomes
possible in the coming big data era.

1.1.3.3 Definition of statistical learning

Statistical learning refers to a set of tools that automatically derive implicit rules to model and
understand the complex association relationships. These tools can be classified as supervised
or unsupervised. Broadly speaking, supervised statistical learning involves building a statistical
model for predicting, or estimating an output based on one or more inputs. Problems of this
nature occur in fields as diverse as business, medicine, astrophysics, and public policy. With
unsupervised statistical learning, there are inputs but no supervising output; nevertheless, we
can learn relationships and structure from such data. This dissertation focuses on supervised
learning.

Statistical learning can also be categorized into another two classes according to the feature
extraction manners: traditional machine learning and deep learning. In early times, machine
learning models were applied to solve many practical problems, and the representative machine
learning models include Bayesian-related models, linear regression, logistic regression, genetic
programming, support vector machine (SVM), decision tree, and random forest. In these mod-
els, each instance in a dataset is described by a set of features or attributes, which are identified
by a domain expert to reduce the complexity of the data and make patterns more visible to
learning algorithms to work. They normally require further processes such as feature selection
and extraction by using Principal component analysis (PCA). However, feature selection and
extraction becomes a troublesome task when the number of features is increasing.
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Since 2012, when a deep learning model was developed by Google team to recognize hu-
mans and cats in YouTube, deep learning is gaining increasing attention due to its supremacy
in terms of accuracy when trained with a huge amount of data and its simplicity in automatic
learning of high-level features from data in an incremental manner. This eliminates the need
for domain expertise and hardcore feature extraction. Most deep learning methods use neural
network architectures, which is why deep learning models are often referred as deep neural net-
works. The term “deep” usually refers to the number of hidden layers in the neural network.
Traditional neural networks only contain 2-3 hidden layers, while deep networks can have as
many as thousands. At the very beginning, deep learning works on aligned matrix data, namely
Euclidean structure, such as image, sound, and sentence, to conduct convolution. Recently, it is
extended to the non-Euclidean structure, specifically graph, which is represented by nodes and
the relationship between nodes (edges or links). The corresponding deep learning models are
based on Convolutional Neural Network (CNN) (Kim 2014) and Graph Convolutional Network
(GCN) (Kipf, Welling 2016), respectively.

1.1.3.4 Application of statistical learning

Statistical Learning algorithms have been extensively applied in building reconstruction due to
its inherited association characteristics. That is, the core task of building reconstruction is to as-
sociate the observations or sensor measurements (e.g., image and point cloud) to certain building
elements (e.g., roof shape and building type); therefore, the machine learning algorithms were
widely used in building reconstruction in early times (Adan, Huber 2011; Zhang et al. 2013).
The image and point cloud are both Euclidean structures, which are perfect for CNN-based deep
learning algorithms. Furthermore, the geographical space can be naturally organized as a graph
structure, such as with the buildings as nodes and the street as links. Hence, GCN-based deep
learning algorithms can also benefit building reconstruction. Next, some representative works
that used traditional machine learning algorithms, CNN-based deep learning algorithms, and
GCN-based deep learning algorithms in building reconstructions are introduced.

Traditional machine learning approaches were widely used in building reconstruction when
the correlated information and dataset is the non-Euclidean structure or the deep-learning ap-
proaches are still immature in techniques and limited by the lack of tagged data and low com-
putation power of hardware in the early times. For instance, Mohajeri et al. (2018) used SVM
to classify building roofs in relation to their received solar energy and footprint in the city of
Geneva in Switzerland. Lu et al. (2014) investigated the classification of building types (i.e.,
single-family houses, multiple-family houses, and non-residential buildings) from light detec-
tion and ranging (LiDAR) remote sensing data by using machine learning approaches (e.g.,
SVM, Random forest, Decision Tree). Turker, Koc-San (2015) presented an integrated approach
for the automatic extraction of rectangular- and circular-shape buildings from high-resolution
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optical space borne images using the integration of SVM classification, Hough transformation
and perceptual grouping.

As the mature of deep learning techniques and the adventure of the big data era, deep learn-
ing is becoming mainstream in building reconstruction. For example, many studies (Bischke
et al. 2019; Vakalopoulou et al. 2015; Xu et al. 2018) have used CNN-based deep learning ap-
proaches to reconstruct buildings with high-resolution remote sensing imagery based on abun-
dant tagged training data. Other studies (Axelsson et al. 2018; Özdemir, Remondino 2019;
Wichmann et al. 2018) used CNN-based deep learning algorithms to detect the 3D model of
buildings, such as the façade and the roof shape with point cloud data and building footprints.
Srivastava et al. (2018) used CNN-based deep learning algorithms to classify the type of build-
ing with Google Street View and the tagged training data is automatically extracted from OSM.

CNN-based deep learning approach requires Euclidean structural data (e.g., image, point
cloud, and sentence). However, in the real world, many data are not Euclidean structure but
graph structure, such as the social network and the layout of geospatial entities. Graph-structured
data cannot be well processed by traditional CNN-based algorithms. To meet this need, a graph
convolutional network (GCN) was proposed by Kipf, Welling (2016). However, as far as we
know, there are no works investigating how to use GCN in building reconstruction. In spite of
this, it still has huge potentials. For example, GCN can be used to estimate the type (usage)
and landmark-suitability of buildings by representing the buildings as the node of a graph, with
the relationships (e.g., topology and contrast) between the surrounding buildings and roads as
links. GCN can automatically collect the features from neighboring nodes to classify the node
since the relationship, feature, and type of neighboring nodes affect the type of current node.

1.1.3.5 Combination of explicit rules and statistical learning

Both defined explicit rules and implicit rules derived by statistical learning have their own
strengths and weaknesses. On one hand, manually defining accurate and complete explicit rules
for complex issues by experts is impossible due to the tremendous variety and diversity of the
target field, such as the natural language and buildings worldwide. Meanwhile, the lack of
tagged training data is always a big challenge for machine learning, especially deep learning
algorithms. On the other hand, defining or deriving conceptual knowledge is readily by experts,
but much more difficult by statistical learning. Inversely, to obtain accurate numerical rules or
knowledge is what statistical learning is good at but difficult for experts. Realizing these facts,
some researchers believed an optimal solution might be fusing explicit rules with statistical
learning.

Researchers in the building reconstruction domain have conducted some initial attempts in
combining statistical learning and explicit rules. The specific idea is to improve the initially
defined explicit rules through statistical learning or complement the numerical rules (such as
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parameters and probability) from training data. For instance, to reconstruct the façade of cer-
tain styles of buildings, Dehbi, Plümer (2011) proposed a machine learning approach based on
Inductive Logic Programming with the aim of learning grammar rules. The learning consists
of inducing rules from a limited number of positive and negative examples together with back-
ground knowledge of the considered building part in a logical form. This background knowl-
edge is either provided by a human user as the teacher or automatically extracted from a 3D
point cloud. Philipp et al. (2014) used a reconstructed indoor layout with point clouds to learn
the parameters of grammar rules in splitting the rooms. The enhanced grammar rules are then
used to reconstruct the indoor layouts of other floors. This can reduce the demands on the cover-
age of sensor measurements. Gadde et al. (2016) presented a novel framework to learn compact
grammar from a set of ground-truth images for the purpose of building façade reconstruction.
To this end, parse trees of ground-truth annotated images are obtained running existing infer-
ence algorithms with a simple, very general grammar. From these parse trees, repeated subtrees
are sought and merged together to share derivations and produce a grammar with fewer rules.
Furthermore, unsupervised clustering is performed on these rules, so that, rules corresponding
to the same complex pattern are grouped together leading to a rich compact grammar. Dehbi
et al. (2017) proposed learning weighted attributed context-free grammar rules for 3D building
reconstruction. They used SVM to generate a weighted context-free grammar and predict struc-
tured outputs such as parse trees. Then, based on a statistical relational learning method using
Markov logic networks, the parameters and constraints for the grammar can be obtained.

1.2 Research objectives and research questions

The main objective of this dissertation is to investigate the potential of applying the association
between spatial elements to infer indoor and outdoor building elements given the available spa-
tial information on VGI or provided by the sensing equipment, and to compare and explore the
applicability of explicit and implicit rules in different building reconstruction tasks and to assess
the feasibility of fusing both to achieve the optimal result. The main objectives are divided into
three sub-objectives that are described below:

• Objective 1: To investigate the potential of applying association relationships in inferring
building elements given only available spatial information on VGI.

• Objective 2: To explore the applicability of explicit rules and implicit rules derived from
statistical learning in inferring distinct building elements.

• Objective 3: To assess the feasibility of fusing explicit rules and learned implicit rules to
achieve the optimal prediction result.

In line with the research objectives, this dissertation raises three research questions (RQ).
Among them, RQ1, RQ2 and RQ3 are raised with respect to the three objectives. The three
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research questions are listed as follows:
•RQ 1: What is the potential and limitation of association relationships in inferring the

missing spatial elements given available spatial information on VGI?
•RQ 2: How can explicit and learned implicit rules be used to reason indoor and outdoor

building elements and what is their strength and weekness?
•RQ 3: If it is possible and how to combine both explicit and learned implicit rules to achieve

the best prediction result?
To answer the three listed research questions and draw conclusions from the research objec-

tives, multiple representative building elements across indoors and outdoors should be chosen
as examples. Only in this way can the potential of the association and the applicability of ex-
plicit and implicit rules in building reconstruction be thoroughly evaluated. Therefore, this
dissertation takes four key indoor and outdoor building elements as examples and they are room
usage, indoor landmark salience, roof type, and building entrance. Specifically, only the explicit
rules and implicit rules work for the complex roof shape prediction and entrance prediction, re-
spectively. Both explicit and implicit rules can be used in room usage and landmark salience
prediction, and thus they were compared. The purpose is to investigate how and why the four
building elements could be inferred by explicit and / or learned implicit rules based only on
existing and available spatial information on VGI. Accordingly, four separate studies have been
conducted with each focusing on one of the four building elements that would be inferred by
explicit and /or implicit rules. Finally, we combine the results of the four studies to answer the
listed three research questions.

1.2.1 Feasibility of using explicit rules to infer roof shape of complex build-
ings

In 3D building reconstruction, roof type is one of the key building elements. On OSM, some
simple buildings have been tagged with the roof shape. Unfortunately, it is impossible to use a
single tag to indicate the roof shape of a complex building because a complex building might
comprise multiple different roof shapes. Furthermore, additional data requirements (e.g. aerial
images or 3D point clouds) limit the usage and applicability of automatic roof reconstruction
approaches. Intuitively, the footprint that is widely available on OSM correlates the roof shape
of complex buildings. Therefore, the first sub-research task is to explore to what extent the
association between the footprint and roof shape can be used to estimate the possible roof shape
combination of a complex building. Specifically, three sub-research questions are raised:

(1): If the association between the footprint and roof shape exists?
(2): What is the strength and limitation of the explicit rules in reasoning roof shape?
(3): If the combination of explicit and implicit rules derived from statistical learning would
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perform better in this context?
The main goal of this sub-research task is to provide contributions to the understanding of the

feasibility of estimating roof shape for complex buildings by explicit rules given the footprint.
This sub-research task is fulfilled with one individual study (Publication 1) that is presented in
Chapter 5, and the main findings are also summarized and discussed in Section 2.1.

1.2.2 Feasibility of applying learned implicit rules in main entrance tag-
ging

The second studied building element is entrance, which is an important component connecting
the internal and external spaces of buildings. For public buildings that are huge and complex,
determining their main entrance is necessary for many LBS applications, such as wayfinding.
However, only a small proportion of public buildings have been tagged with the main entrance on
OSM. Intuitively, the design of the main entrance would follow certain principles, such as close
to the centroid of the footprint and easily observed and accessed from main roads. Furthermore,
these correlated elements have been mapped on OSM. Therefore, the second sub-research task
is to explore to what extent the association between the main entrances and the footprint as well
as spatial contexts can be used to predict the location of the main entrance based only learned
implicit rules. Specifically, three sub-research questions are raised:

(1): Which spatial elements are associated to the main entrance?
(2): If explicit rules are also suitable for main entrance reasoning?
(3): How would the data quality issue of OSM affect the tagging accuracy?
The main goal of this sub-research task is to provide contributions to the understanding of

the feasibility of reasoning the main entrance given footprints and spatial contexts on OSM by
using implicit rules derived from statistical learning. This sub-research task is fulfilled with one
individual study (Publication 2) that is presented in Chapter 6, and the main findings are also
summarized and discussed in Section 2.2.

1.2.3 Comparison of explicit rules and learned implicit rules in inferring
room usage

The third studied building element is the usage of rooms inside buildings. Currently, the indoor
geometric map of many buildings has been tagged on OSM but room usage is normally ignored,
which, however, is significant in indoor navigation. Intuitively, the usage of a room correlates
its geometry, topology, and spatial distribution attributes that can be derived from a geometric
map. This issue might be solved in two different ways. First, the indoor layout of buildings
comprises multiple semantic hierarchies, which can be represented by grammars. Second, the
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geometry, topology, and spatial distribution attributions can be treated as features to predict the
room usage. Therefore, the third sub-research task is to explore the feasibility of using explicit
rules and statistical learning to infer room usage and to compare the two solutions in this context.
Specifically, three sub-research questions are raised:

(1): How to construct the grammar rules that represent the association between room usage
and geometry, topology, and spatial distribution attributes?

(2): How could the explicit rules and implicit rules derived by statistical learning be used to
infer the room usage?

(3): What is the strength and weakness of explicit rules and implicit rules in room usage
reasoning?

The main goal of this sub-research task is to provide contributions to the understanding of
the feasibility and limitation of explicit rules and implicit rules derived by statistical learning in
room usage inferring. This sub-research task is fulfilled with two studies (Publications 3 and 4)
that are presented in Chapter 7 and 8, and the main findings are also summarized and discussed
in Section 2.3.

1.2.4 Comparison of explicit rules and implicit rules derived from statis-
tical learning in landmark salience prediction

Many indoor landmarks (e.g., shop, staircase, and vending machines) have been tagged on OSM,
and knowing the salience of these landmarks is important in landmark-based way finding. The
salience of landmarks correlates its visual and semantic attributes. To measure the salience of
landmarks, a salience model is required to represent the quantitative relationship between the
salience and visual and semantic attributes of landmarks. This sub-research task is to compare
the learned implicit rules and explicit rules in predicting the salience. Specifically, three sub-
research questions are raised:

(1): How to measure the true salience of landmarks?

(2): How to derive implicit rules by statistical learning to represent the quantitative relation-
ship between the landmark salience and attributes?

(3): What is the strength and weakness of explicit rules and implicit rules derived by statis-
tical learning in calculating the salience?

The main goal of this sub-research task is to provide contributions to the understanding of
the strengths and weakness of implicit rules derived from statistical learning and explicit rule
defined by experts in predicting the landmark salience. This sub-research task is fulfilled with
one individual study (Publication 5) that is presented in Chapter 9, and the main findings are
also summarized and discussed in Section 2.4.
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1.3 Dissertation outline

This section outlines the dissertation with a brief description of the content of each chapter. It
further sketches the structure of the dissertation and provides the list of the relevant publications.

1.3.1 Dissertation structure

This dissertation comprises two major parts: (I) Synopsis and (II) Publications. The first part (I
Synopsis, Chapter 1 through 4) provides an overall description of the research and briefly dis-
cusses the individual publications that are presented in the second part (II Publications, Chapter
5 through 9).

The first chapter provides the introduction of the motivation, research context, identification
of research objectives and research questions, and the dissertation structure. Afterward, the
major results and findings are discussed in Chapter 2. As the research objectives are achieved
with several individual publications, each of the first four sections of Chapter 2 discusses one
to two publications that are presented in later chapters to answer the research questions with
different examples. The major results of these publications are then summarized in Chapter 3
and future work is outlined in Chapter 4.

The second part (II Publications) comprises five peer-reviewed articles. The presented pub-
lications constitute new research findings and together contribute to the answer to the proposed
research questions. Chapter 5 investigates the feasibility or potential of applying explicit rules to
infer the possible roof shape combination for complex buildings on OSM. More specifically, the
combination and symmetry characteristics of the footprint are utilized to rule out the incorrect
partition of footprints and the impossible roof shape combinations of complex buildings. Chap-
ter 6 demonstrates the performance of implicit rules derived by imbalanced learning algorithms
(e.g., weighted random forest) in predicting the location of the main entrance for public build-
ings by using only available data on OSM. Chapter 7 evaluates the feasibility of using explicit
rules to represent the indoor layout templates of research buildings and using statistical learn-
ing to derive the geometric rules, with which the room usage can be reasoned by a bottom-up
parsing manner. Chapter 8 attempts to utilize random forest and relational graph convolutional
network to derive implicit rules to classify the room usage in research buildings. Chapter 9 at-
tempts to use genetic programming to automatically learn a set of implicit rules to represent the
quantitative relationship between the landmark salience and the visual and semantic attributes
of landmarks. Then, the learned rules were compared with the conventional explicit rules in
salience prediction accuracy and interpret-ability.
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1.3.2 Publications

As explained above, the research questions of this dissertation are explored with several separate
studies, and the results of these studies have been submitted and/or accepted in several peer-
reviewed journals. Thus, these publications are an integrated part of this dissertation. This
section provides a list of these supporting publications.

[1] Hu, X., Fan, H., Noskov, A. (2018): Roof model recommendation for complex buildings
based on combination rules and symmetry features in footprints. International Journal of Digital
Earth. Vol. 11(10), pp.1039-1063, Doi: 10.1080/17538947.2017.1373867.

[2] Hu, X., Noskov, A., Fan, H., Novack, T., Gu, F., Li, H., Shang, J. (2019). Tagging the
Buildings’ Main Entrance based on OpenStreetMap and Binary Imbalanced Learning. Interna-
tional Journal of Geographical Information Science. (Major revision)

[3] Hu, X., Fan, H., Noskov, A., Zipf, A., Wang, Z., Shang, J. (2019). Feasibility of
Using Grammars to Infer Room Semantics. Remote Sensing. vol. 11(13), p.1535. Doi:
10.3390/rs11131535.

[4] Hu, X., Fan, H., Noskov, A., Wang, Z., Zipf, A., Gu, F., Shang, J. (2019). Room Se-
mantics Inference Using Random Forest and Relational Graph Convolutional Network: A Case
Study of Research Build- ing. Transactions in GIS. (Minor revision)

[5] Hu, X., Ding, L., Shang, J., Fan, H., Novack, T., Noskov, A., Zipf, A. (2019). A Data-
driven Approach to Learning Saliency Model of Indoor Landmarks by Using Genetic Program-
ming. International Journal of Digital Earth.

Xuke Hu is the first author for all the five publications, and in each publication, Xuke Hu
conducted the main work through all stages including conceiving the ideas, designing and im-
plementing the algorithms, performing the experiments as well as the drafting of the articles.
The five publications have made the most relevant contributions to this research. Hence, the
findings of these five publication will be discussed in separate sections in Chapter 2, and the
full content of these publications will also be provided in the second part of this dissertation
in Chapter 5-9 in a consistent format. Meanwhile, the coauthors, Prof. Dr. Alexander Zipf,
Prof. Dr. Hongchao Fan, Prof. Dr. Jianga Shang, Dr. Alexey Noskov, Dr. Zhiyong Wang, Dr.
Tessio Noskov, Dr. Fuqiang Gu, Hao Li, and Lei Ding, have also contributed to these publica-
tions by providing constructive comments and suggestions. The authors’ contributions to each
publication are stated correspondingly in the appending section of ”Declarations of authorship”.





2. Results and discussions
This chapter presents the results of the peer-reviewed publications as listed in Section 1.3.2. The
findings from each of the five main publications are introduced and discussed in detail with one
separate section of this chapter.

2.1 Feasibility of using explicit rules to infer roof type of com-
plex buildings

An important task of 3D building reconstruction is to determine the roof shape of buildings,
which is still a big challenge specifically for complex buildings. Current approaches for recon-
structing the roof shape are based on sensing equipment such as LiDAR, which depends highly
on measurements. The study that uses only the available information on OSM to predict the roof
shape for complex buildings is still missing, and this forms the first study of this dissertation.

Therefore, the first publication (Chapter 5) attempts to provide insights into the question that
to what extent the roof shape of complex buildings can be predicted by explicit rules with only
footprints on OSM. In this section, the main findings from this publication will be summarized
and discussed.

2.1.1 Results

For the complex building with rectilinear polygons, describing its roof shape with a single tag
is impossible because it might comprise multiple distinct roof shapes, such as gabled, hipped,
and half-hipped. Faced with this challenge, the footprint of complex buildings is first divided
into single rectangles with each corresponding to a certain roof shape. A footprint normally has
multiple partitions, and the optimal one is chosen based on a couple of explicit rules. These rules
involve the number of rectangular fragments, parallel rectangles, and symmetrical sub-clusters
in a partition. Given the optimal partition, the roof shape of each rectangle can be then predicted
through manually defined rules, considering the symmetric characteristics and the combination
manners (e.g., the Linear shape, T-shape, and L-shape) of rectangles in the optimal partition.

These rules are derived mainly from two facts. One is the roof design principle presented
in (Kruger, Seville 2012). It declares that roofs should be designed to minimize the collection
of rainfall, snow, and leaves without creating leaks and narrow spaces. This principle limits the
possible roof shapes of two adjacent rectangles when considering three candidate roof primi-
tives: gabled, hipped, and half-hipped. The other is that the symmetry property in partitions
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is reflected in roof shapes. These rules are verified based on 30 complex buildings. The ex-
periential results proved that the manually defined rules are effective in ruling out impossible
combinations of roof shapes for complex buildings. Figure 2.1 illustrates the corresponding as-
sociation graph. Solid rectangles and ovals denote known categorical and numerical elements
respectively, while the dashed shape denotes unknown elements. The shape with a shallow yel-
low background denotes the target element that should be predicted. The solid line denotes the
association relationship. We can see there is only one numerical element and six associated
elements in total in this context. However, there are two unknown elements. The major findings

Figure 2.1. Association graph for roof shape prediction.

of this study include:

(1). By partitioning the complex buildings into multiple adjacent rectangles, it becomes
possible to describe the roof shape of complex buildings.

(2). The roof shape of buildings (especially complex buildings) correlates highly with their
footprint. With a couple of simple explicit rules, the true roof shape combination of complex
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buildings can be limited to a small range based only on the footprint. The top-ranked predic-
tion results can aid the measurements-based solution and also can be recommended to OSM
volunteers to facilitate their tagging work.

(3). Implicit rules derived from statistical learning are not suitable for reasoning the roof
shape of complex buildings because the reasoning procedure comprises multiple consecutive
and interdependent sub tasks (two unknown elements).

2.1.2 Discussions

In this study, only the explicit rule is utilized to partition the footprint, select the optimal par-
tition, and determine the possible roof shape combination given the association graph without
using implicit rules derived from statistical learning as the previous study did in determining
roof shapes. Previous studies normally regarded a building as an inseparable object such that
each building is assigned with one certain roof shape and regarded the combination of multiple
roof shapes as a special roof shape, such as ‘complex roof shape’. That is, they could not describe
the detailed roof shape combination for complex buildings. Therefore, it is quite common to use
learned implicit rules to predict the roof shape of a building based on measurements in previous
studies. However, the issue in this study is not a simple classification problem but a continuous
reasoning problem (pipeline) that comprises multiple consecutive and interdependent sub tasks.
This is why statistical learning was not investigated in this study.

In the whole procedure, several explicit rules are defined since the number of total associated
elements and numerical element in the association graph are both small. These are simple
”IF THEN” rules as presented in Section 1.1.3. A small number of rules make the developed
rule system controllable and also efficient in ruling out the incorrect options of the roof shape
combination for complex buildings. From this point of view, the proposed rule system is suitable
in this context. Note that, one rule involves in numerical elements, which is also manually
defined. For instance, it is defined that the rectangle with the width below 3 meters is regarded
as the fragment that should be avoided as much as possible in a partition. The threshold was
assigned according to our experience, which might be inaccurate and lead to misjudgment for
the buildings outside the test set. A better solution might be deriving this rule using statistical
learning given abundant tagged training data.

2.2 Potentials of applying learned implicit rules in main en-
trance tagging

The main entrance is an important component that connects the indoor and outdoor spaces of
buildings. Knowing the main entrance of buildings (especially public buildings) can benefit
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many applications, such as wayfinding, which can dramatically reduce users’ efforts in finding
the main entrance. Main entrance detection is not a widely investigated topic and only a few
studies have proposed detecting the entrance through street-level images, which however is not
widely applicable due to the sparse coverage of worldwide street-level images. The study that
uses only the available information on OSM to predict the location of the main entrance for
public buildings is still missing, and this forms the second study of this dissertation.

Therefore, the second publication (Chapter 6) attempts to provide insights into the question
that to what extent the main entrance can be predicted by learned implicit rules using only
available OSM data. In this section, the main findings from this publication will be summarized
and discussed.

Figure 2.2. Association graph for main entrance tagging.

2.2.1 Results

Entrance detection is treated as a binary classification problem by discretizing the footprint into
single points in an interval of 3 meters. The task is thus to determine which point is most likely
the main entrance. Intuitively, the location of the main entrance is correlated with the shape of
footprint and spatial contexts (e.g., main road, service way, pedestrian way, and bicycle park-
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ing area). 84 features are extracted in total by measuring the spatial distribution characteristics
of the point on the footprint (e.g., distance to the centroid) and the relationship (e.g., shortest
path distance and visibility) between the candidate point and spatial contexts. The correspond-
ing association graph is shown in Figure 2.2, where only partial associated elements have been
depicted since the total number of associated elements is over 80. From the simplified graph,
we can still see many elements are numerical variables and there are internal association re-
lationships. These factors make the association graph pretty complex. Manually defining ex-
plicit rules to represent the entire association relationship is challenging. Thus, in this study,we
adopted three imbalanced learning models (i.e., weighted random forest, balanced random for-
est, and SmoteBoost) to derive the implicit rules, which are evaluated based on 320 public
buildings (collected from seven German cities) with an average perimeter of 350 meters. An
acceptable tagging accuracy has been achieved, which can greatly reduce pedestrians’ effort in
finding the main entrance of buildings.

The major findings of this study include:

(1). The main entrance of public buildings highly correlates the footprint and spatial context,
and the tagging accuracy can be further improved by considering more correlated spatial entities
on OSM.

(2). Implicit rules derived from statistical learning perform well in entrance detection be-
cause this issue can be regarded as a simple binary classification problem with enough training
data.

(3). Manually defined explicit rules are unsuitable for entrance detection because the number
of correlated spatial elements is quite large (84) and most of them are numeric variables. More-
over, there exists complex internal association among the known elements. It is challenging to
explicitly define a set of rules that can clearly and precisely represent the complex association
relationships among a large number of elements.

2.2.2 Discussion

The large tagging error (over 60 meters) is often caused by inaccurate and incomplete data on
OSM. For instance, a green space is wrongly tagged as a freely accessed space, or a fence that
surrounds the building is not tagged on OSM. The data quality issue is the biggest challenge of
VGI, which restricts its potential in many applications. One of the solutions would be enhancing
the VGI with the data from other data sources. Taking the entrance detection as an example, the
satellite imagery (e.g., from Bing map) can provide further evidence about the possible locations
of the main entrance. For instance, the open space before the main entrance or the inaccessible
area (e.g., green space or gardens) can be identified from the satellite imagery. The specific
strategy could be fusing the manually defined features extracted from OSM and the features
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automatically extracted from the satellite imagery with deep learning in an integrated model.
One of the assumptions of the proposed solution is that there is one and only one main

entrance in a public building. This is due to two reasons. First, in most cases, this assumption
holds. Second, it would be quite challenging to detect a variable number of entrances in a public
building if we are uncertain how many main entrances exist. However, when collecting the test
buildings, we also found that a public building might be comprised of multiple departments,
with each having one house number and one corresponding main entrance. Such buildings are
beyond the scope of our work. However, this will be dealt with in future work by considering
the house number tagged on OSM since each house number corresponds to one entrance. That
is, multiple main entrances can be identified from a building if the tagged location of the house
number is known.

2.3 Comparison of explicit and implicit rules in inferring room
usage

Room usage plays a vital role in indoor location-based search and navigation. However, both the
automatic mapping approaches by using sensing equipment and online map providers (such as
OSM and MazeMap) focus on the generation of geometric maps, and the room usage is normally
ignored. The room usage correlates the room geometric, topological and spatial distribution
characteristics, which can be extracted from a geometric map. The study that uses only the
geometric maps to predict room usage is still missing, and this forms the third study of this
dissertation. In this context, both of the explicit rules and learned implicit rules seem feasible
because room usage tagging is a typical association task and the number of total associated
spatial elements and numerical elements are both small, which can be seen from Figure 2.3.

Therefore, the third and fourth publications (Chapters 7 and 8) attempt to provide insights
into the question that to what extent the room usage can be predicted by explicit rules and implicit
rules derived from statistical learning given the geometric map, respectively. In this section, the
main findings from the two publications will be summarized and discussed.

2.3.1 Results

This study takes the research buildings at universities as examples to explore the two ways to
inferring the room usage. For the explicit rule-based approach, the indoor layout of the research
buildings is divided into multiple semantic hierarchies, from the footprint at the uppermost
level, to the corridors and enclosed spaces at the middle level, and until the single rooms with
usage at the lowest lever. The grammar rules are then defined according to the multiple-level
semantic division. These rules represent the topological and spatial distributional characteristics
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Figure 2.3. Association graph for room usage tagging.

of different room types. However, the geometric characteristics (e.g., area) involve numeric
constraints. They are thus represented by Bayesian inference. That is, given the geometric
characteristics of a room, the probability of assigning it to a certain type is first calculated by
Bayesian inference. The grammar rules and Bayesian inference are combined in a bottom-up
parsing process that constructs a parse forest for a floor. From the parse forest, the usage of each
room is calculated. In total, 20 grammar rules are manually defined. The experimental results
on 15 test floor plans show that an acceptable tagging accuracy is achieved using grammars.
However, there are still some cases that violate the defined rules.

For the implicit rule-based approach, the geometric, topological, and spatial distribution
characteristics of rooms are directly extracted from the geometric map as features. 12 features
are extracted in total. Random forest and relational graph convolutional networks (R-GCN) are
used to derive implicit rules and conduct prediction. Note that, in R-GCN based approach, the
room is modeled as a node and with the adjacency relationship between the rooms as the links.
The results show that random forest achieves better results than R-GCN in this context.

The major findings of this study include:
(1) The geometric, spatial distribution, and topological characteristics of rooms highly cor-

relate the room usage such that they can be used to infer the usage of rooms with acceptable
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accuracy, at least in research buildings.

(2) Using explicit rules to deal with the categorical elements and using learned implicit rules
to deal with the numerical elements is promising in room usage tagging. However, it is still a
challenge to cover all the indoor layouts.

(3) Purely using implicit rule derived from statistical learning to predict room usage is a
more general way compare to grammars because it can be extended to other building types
with slight modification. For the grammar-based solution, a new set of explicit rules should be
created for a new building type.

2.3.2 Discussion

Compared to explicit rule-based approaches in room usage tagging, implicit rules derived by
statistical learning are more robust and extendable (to other types of buildings). For the former
one, only a small proportion of test buildings can be accurately predicated because an incorrectly
defined rule can cause the failure of tagging the rooms of one floor. Inversely, by using the
statistical learning to deriving the rules, an acceptable tagging accuracy of 0.85 is achieved
based on the total test floors. Statistical learning is more extendable in this context because the
method of deriving implicit rules for research buildings can be reused in other similar building
types, such as office buildings and hospitals without much modification. Adding new associated
elements or deleting useless associated elements is also quite simple. However, for the explicit
rules-based approach, a new set of rules should be carefully defined to meet the requirement of
a new building type, which is a troublesome task.

Despite this, the explicit rule-based reasoning approach outperforms statistical learning-
based on interpretability and knowledge-re-usability. Explicit rules (specially grammars) rep-
resent the underlying knowledge of a certain field, based on which, multiple applications can
be promoted. Taking the grammar of indoor layouts as examples, the constructed grammar can
be not only used to reason the room usage but also to explain why a room is an office instead
of a toilet. Besides, the grammar can be used to formally represent a map and help computers
to read or understand the map. Last but not least, it can be used in computer-aided building
design. However, the learned implicit rules normally focuses on a specific and single problem
in the target field. If a new problem appears in the same field, a new sets of implicit rules should
be derived by statistical learning from new training data. For instance, the implicit rules for
room usage tagging in this study cannot be used to reconstruct the indoor layout with the help
of measurements. They cannot also be used in generating candidate indoor layouts to facilitate
the work of building designers.
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2.4 Comparison of explicit and learned implicit rules in land-
mark salience calculation

Providing landmark-based wayfinding services can reduce user’s anxiety in exploring complex
indoor environments, such as shopping malls. The key step is correctly determining the salience
of landmarks (e.g., shops, staircases, and vending machines). The traditional solution defines
explicit rules to represent the linear relationship between the salience of landmark and its visual
and semantic attributes. However, a linear model is believed to be inaccurate due to the existence
of internal association, as shown in Figure 2.4. There are 14 associated elements in total. Among
them, 6 elements are numerical variables, including the target elements. Besides, there are
complex internal association relationships, such as the text and foreign language. Thus, applying
defined explicit rules to accurately represent all the association relationships is difficult. The
study that proposes deriving rules to represent the non-linear relationship is still missing and
this forms the fourth study of this dissertation.

Therefore, the fifth publication (Chapter 9) attempts to provide insights into the question that
to what extent the implicit rules derived by genetic programming can represent the accurate non-
linear relationship between the salience of landmarks and their visual and semantic attributes.
In this section, the main findings from this publication will be summarized and discussed.

2.4.1 Results

The study takes shopping malls as examples and collects pictures of 200 scenes in two famous
shopping malls in Wuhan City, China. From each scene, 3 to 4 landmarks are marked. To get
ground truth data about the salience of a landmark, 200 volunteers (with ages ranging from 18
to 32) are recruited to select the most attractive landmark from the scene. The proportion of
volunteers that selected a certain landmark is then used as the salience value (in the range of 0 to
1) of the landmark. This study does not make any assumptions about the mathematical model.
Instead, based on tagged training data, genetic programming is used to automatically learn an
optimal mathematical model (individual tree) with the basic operators (+,-,*,/, and square) as
the non-terminal nodes and the attributes as the terminal nodes.

Next, five-fold cross-validation is used to evaluate the proposed solution and the result is
compared with the traditional solutions that manually define rules to represent the form of the
salience model and manually or automatically set the parameters. The result shows that in 76%
of the cases the learned implicit rules can correctly predict the most attractive landmark from a
scene, while an accuracy below 41% is achieved by the traditional solutions.

The major findings of this study include:
(1) The visual and semantic attributes of landmarks highly correlate their salience perceived
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Figure 2.4. Association graph for landmark salience calculation.

by humans. The association can be used to accurately predict the salience of a landmark in an
indoor environment.

(2) The implicit rules automatically learned from tagged training data can represent a more
accurate quantitative relationship between the salience of landmarks and their attributes than
explicit rules manually defined by experts.

(3) The manually created explicit rules outperforms the learned implicit rules in interpret-
ability. That is, it is clear that how each attribute of a landmark affects its salience in the manually
created rules, which, however, is impossible in the learned rules.

2.4.2 Discussions

This study reveals again that implicit rules derived from statistical learning outperform the ex-
plicit rules in dealing with the numeric elements. This is concluded in two aspects. First,
previous studies have used statistical learning (specifically SVM) to derive the parameters of
the explicit rules that are manually defined. The result showed that the semi-automatic manner
still outperforms the fully manual manner, in which both the form and parameters are defined
by experts. Second, a fully automatic manner (by genetic programming) outperforms a semi-
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automatic manner.
The explicit rules only suit a specific environment, such as in the street, on campus, or in

a shopping mall. That is, the change of environments requires the change of the explicit rules.
However, the proposed solution in this study does not require intervention from experts (e.g.,
manually setting weight values) and can be easily extended to other indoor and outdoor envi-
ronments without re-proposing a new set of rules. The learned implicit rules is data-dependent
and can make accurate predictions given abundant training data but cannot explain the exact
influence of distinct attributes on the salience of the landmark as explicit rules do.





3. Conclusions

In the first Chapter, three research questions have been raised to achieve the three research ob-
jectives. These research questions are explored with five publications that are provided in the
second part of this dissertation, meanwhile, the most relevant findings of these publications are
summarized and discussed previously in Chapter 2. In this chapter, these results are further
summarized to sketch out the main contributions of this dissertation.

The current two mainstream building reconstruction solutions are VGI and equipment-based
sensing. The first faces data quality issue (e.g., incompleteness) while the second depends highly
on the coverage and accuracy of sensor measurements, which, however, is hardly fulfilled in
worldwide scale. Therefore, the main objective of this dissertation is to investigate the poten-
tial of inferring the indoor and outdoor building elements given only the existing or available
spatial elements on VGI or obtained through sensing equipment. Moreover, this dissertation
compared and explored the applicability of explicit rules derived from expert knowledge and
implicit rules derived from statistical learning in predicting distinct indoor and outdoor building
elements based on the association of spatial elements. To realize the objectives, four representa-
tive building elements (i.e., roof shape, room usage, entrance, and landmark salience) are taken
as examples to explore how they can be inferred based only on available spatial data at hand by
rules.

The first study (Chapter 5) investigated how the explicit rules related to the combination
and symmetric characteristics of the footprint on OSM can be used to reason the possible roof
shape of complex buildings. The highly ranked candidates can be recommended to OSM con-
tributors. The second study (Chapter 6) attempted to infer the location of the main entrance of a
public building based on the footprint and spatial context (e.g., main road) of the building, which
are available on OSM. Implicit rules derived by three imbalanced learning approaches are also
compared in this context. The third study (Chapter 7 and 8) compared the grammar rules and
implicit rules derived by Random Forest and RGCN in predicting the room usage of research
buildings based on the geometric map. The drawbacks and strengths of the two solutions are
discussed. The fourth study (Chapter 9) used implicit rules derived by statistical learning to
predict the salience of landmarks in shopping malls according to the attributes of landmarks.
Specifically, genetic programming is used to derive implicit rules which can model the qualita-
tive relationship between the salience and the visual and semantic attributes. Furthermore, the
learned implicit rules are compared with the manually defined explicit rules.

The main findings of this dissertation can be summarized as follows:
(1) The association between the spatial elements in the real world is ubiquitous. For instance,
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the footprint correlates the roof shape, the usage of rooms correlates the geometric and topo-
logical characteristics of rooms, the location of entrances correlates the shape of footprint and
the spatial contexts, and the salience of landmarks correlates the visual and semantic attributes
of landmarks.

(2) The association between the spatial elements is useful in reasoning the missing building
elements, but the performance varies as the degree of association and amount of associated
spatial elements. For instance, with only the footprint, the absolute accuracy of predicting the
correct roof is low such that the proposed approach cannot be used independently. However,
this can rule out most of the incorrect roof shape options of buildings, which can benefit the
measurement-based solutions by reducing the requirement on the coverage of the measurements
or improving the accuracy. Inversely, given the footprint and spatial context of buildings, the
accuracy of estimating the location of the main entrance is pretty high such that the proposed
approach can already benefit the real way-finding application without the extra need on the
sensor measurements.

(3) Generally, explicit rules work well in a relatively simple problem with a small number
of associated elements. The experts can thus manually create a few rules based on their knowl-
edge and experience in the target field. However, if the problem becomes complex or unclear
(with a huge number of associated spatial elements and numerical elements and even internal
association), the implicit rules derived by statistical learning performs better than explicit rules
if abundant training data is available. In this case, manually creating robust rules by experts
is impossible. For instance, in the first study (Chapter 5), two main principles are followed,
based on which no more than 10 explicit rules are created to infer the possible roof shape given
the footprint. However, in the entrance detection issue (Chapter 6), there are no clearly defined
codes that describe how the footprint and surrounding contexts correlate the main entrance. Be-
sides, the number of the factors that affect the location of the main entrance is large. In total, 84
associated elements have been extracted and most of them are numerical.

(4) Normally, the learned Implicit rules outperform explicit rules in prediction accuracy and
robustness in complex issues when abundant training data is available. This is mainly because
the procedure of deriving the implicit rules can be seen as an evolution task and its purpose is to
obtain the optimal one that can best predict the result of the training data. However, the explicit
rules defined by experts can be regarded as the one without optimization.

(5) Explicit rules outperform the implicit rules derived from statistical learning in dealing
with the categorical elements while the implicit rules derived from statistical learning perform
well in dealing with the numerical element. For instance, grammar rules are explicitly defined to
represent the topological and spatial distribution attributes of different room types by experts but
the geometric attributes (e.g., area and length) cannot be readily defined by experts (Chapter 7).
However, machine learning can easily obtain the implicit geometric rules of different room types
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given abundant training data (Chapter 8). Therefore, combining explicit rules and statistical
learning in complementary ways could achieve the best of both worlds.

(6) The domain knowledge represented by explicit rules is normally reusable such that the
rules can be easily extended to solve other problems in the same domain. However, the learned
implicit rules for a certain problem cannot be reused to solve other problems in the same domain.
If a new problem in the same domain appears, new training samples need to be collected and
new implicit rules need to be learned. For instance, the explicit grammar rules for indoor layouts
cannot only be used to infer the room usage, but also to reconstruct the indoor map, explain a
map, and aid the work of architects in building layout generation (Chapter 7). However, the
learned rules for room usage tagging cannot be used to solve other problems in the same field
(Chapter 8).

(7) The implicit rules derived from machine learning methods, especially deep-learning
methods have poor interpret-ability such that no one can explain the cause of the estimation
result in the manner that humans can easily understand. However, the explicit rule clearly defines
how the reasoning procedure is executed given the input, thus has strong interpret-ability. For
instance, in the fifth study (Chapter 9), based on the learned implicit rules, it is unclear how a
certain attribute of the landmark would affect the salience of landmarks perceived by humans
but the manually defined explicit rules can explain the reason.

(8) When and how to use explicit rules and learned implicit rules in building reconstruction
depends on the specific application domain and issue, such as the number of associated elements
and internal association relationships, the requirement on the prediction accuracy, and the avail-
ability of expert knowledge or tagged data. We cannot conclude that learned the implicit rules
outperform the explicit rules, although the former is gaining much more attention than the latter
nowadays. As above-concluded, both of them have their suitable application scenes, drawbacks,
and strengths.





4. Future works

In general, the research limitations and potential enhancements for the proposed methodologies
in each study are identified in the corresponding publications in Chapter 5-9. Hence, this chapter
is not going to replicate the detailed methodological issues, but to address some open research
questions of this dissertation from a broader angle.

A very challenging yet interesting research direction for the future is the deep fusion of
explicit rules and statistical learning in building reconstruction. In the third study (Chapter 7),
explicit rules have been combined with Bayesian inference, which is used to learn the implicit
geometric rules of different room types. However, this is still a shadow fusion of the two kinds
of rules. Nowadays, machine learning and deep learning attract a lot of attention from both the
academia and industry, in which only the learned implicit rules from tagged data matter without
too much attention on the explicit rules. However, on one hand, the decision made by the implicit
rules is often stupid, which humans can easily avoid. This is because some easily-understood
common sense or rules by humans are hardly learned with the tagged data or sparse tagged data.
On the other hand, the knowledge and experience of experts in a certain field are un-utilized,
which is a huge waste. To overcome this challenge, one of the possible ways would be using
explicit rules to synthesize training samples. This can let the model to ‘understand’ the explicit
rules. Besides, the uncertainty or inaccuracy of the explicit rules can be mitigated during the
training process and would not affect the performance of the model. This is because the model
would ignore some abnormal points caused by the inaccurate explicit rules to achieve the highest
accuracy. However, how many samples should be synthesized and where is the balanced point
of the inaccuracy of the explicit rules still need further investigation.

One of the biggest shortage of statistical learning especially deep learning is the lack of
transparency and interpret-ability. That is, the trained model consisting of a set of implicit rules
is acting as a black box, which is hardly understood by humans. Humans cannot leverage the
trained model to explain the cause of the prediction result, which however, in many situations
matters. For instance, an transparent model can help the deep learning experts to understand the
reason of the failure of a trained model. In this way, they can propose corresponding solutions to
avoid the failure. Otherwise, what they can do is just adjusting the architectures or parameters of
the model in a random manner and then hoping for good luck. Besides, in service sectors, such
as medical diagnosis, the doctor must explain the diagnose result to the patient instead of only
telling them the final result. To overcome this challenge, one of the possible solutions would
be leveraging available explicit rules to induce other explicit rules from the learned implicit
rules. Explicit rules can be regarded as the higher abstract level of the implicit rules. Assume
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a scene that a couple of explicit rules are known and implicit rules have been learned by deep
learning methods. Next, different models can be used to cluster and merge the implicit rules
from the lowest level to the highest level (explicit rules). The optimal one would be the one that
the generated explicit rules contain the most known explicit rules.

In VGI, such as OSM, the data quality is always an issue. It is true that very small proportion
of volunteers would not follow the defined specifications such that they do not correctly tag the
data or forgot to tag some key data on OSM. How to find these incorrect data on OSM in a fast
and automatic way is still a challenge. To overcome this challenge, one possible solution would
be training a model to automatically detect the abnormal points caused by small proportions of
volunteers on OSM. This is inspired by the findings of two entity recognition tasks related to
OSM. The first is the entrance detection task presented in the second study of this dissertation.
It is found that most of the large tagging errors are caused by the missing of data on OSM. The
second is place name recognition, training a model based on positive samples from OSM and
synthesized negative ones. It is found that many incorrect place names on OSM (such as ‘the
road is closed’ and ‘fallen trees’) have been judged as negative by the model. The two examples
implied that it is feasible to train a model to detect the abnormal points on OSM.
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Abstract
The building footprints on OpenStreetMap are used for 3D city reconstructions in more and
more applications. Unfortunately, very few roof shape information for complex buildings is
available on OpenStreetMap. Additional data requirements (e.g., aerial images or 3D point
clouds) limit the usage and applicability of many roof reconstruction approaches. To mitigate
this issue, we propose an approach to roof shape recommendations for complex buildings by
exploring the inherited characteristics of building footprints: the disclosure of rectangles com-
binations in a partition of footprints and the symmetrical features of footprints. First, it decom-
poses a complex footprint into rectangles by using an advanced minimal non-overlapping cover
algorithm, which can list all the partitions with the fewest number of rectangles. Second, a
graph-based symmetry detection algorithm is proposed to identify all the symmetrical subclus-
ters in partitions. Then, a set of selection rules are defined to rank partitions, and the best ones
are chosen for roof shape recommendation. Finally, a set of combination rules and a symmetry
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rule are defined. It enables to evaluate the probability of a footprint being a certain combination
of roof shapes and of each rectangle and L-unit being a certain roof shape. Experimental results
show the growth of the probability of correctly recommending roof shapes for single rectangles
and buildings from a prior probability of 17% to 45% and from a prior probability of 0.29% to
14.3%, removing 60% and 93% of the incorrect roof shape options, respectively.

Keywords: Roof recommendation;footprint decomposition;symmetry detection;symmetry
rule; combination rules; intrinsic roof reconstruction; OpenStreetMap;

5.1 Introduction

OpenStreetMap (OSM) is one of the most successful and popular Volunteered Geographic In-
formation projects (Haklay, Weber 2008). In its current state, nearly three million registered
members contribute to the rapid growth of OSM. The OSM community has not only captured
roads and paths, but also more and more POIs, urban facilities, land use areas, and buildings.
The latter can be extracted and extruded into 3D (Goetz and Zipf 2012). Several projects gener-
ate and visualize 3D buildings from OSM: OSM-3D 1, OSM Buildings2, and Glosm 3, etc. The
main limitation of these projects is that the majority of buildings are modelled at lower levels
of detail (Kolbe et al. 2005) comprising box models with flat roofs because of the lack of roof
information.

3D roof reconstruction (Vosselman et al. 2001; Elberink and Vosselman 2009; Henn et al.
2013) is normally achieved by using LiDAR data and aerial image data. With enough sensor
data covering a certain area, the roof shapes of buildings in this area can be accurately recon-
structed. However, the main drawback of these approaches is their high computational load and
high dependency on sensor measurements. Deficiency of measurements can lead to inaccu-
rate and incomplete roof reconstruction. Moreover, a quite simple description about the roof
shape is usually provided for OSM buildings. OSM allows the user to specify roof shapes of
individual polygons as the flat, the gabled, the half-hipped, the hipped, and the pyramidal. Cur-
rently, it is almost impossible to tag roof information for buildings with complex roof. To solve
this problem, we propose an approach to partitioning a complex footprint into rectangles and
predicting the roof shape of rectangles. The approach is intrinsic since it discloses rectangles
combinations and detects symmetrical features of footprint partitions without the requirement of
additional data (e.g., sensor measurements). In most countries, footprints are readily available
from cadastral data and OSM.

1www.osm-3d.org
2https://osmbuildings.org
3http://wiki.openstreetmap.org/wiki/Glosm
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Our approach is motivated by two facts. One is the roof design principle presented in
(Kruger, Seville 2012). It declares that roofs should be designed to minimize the collection
of rainfall, snow, and leaves without creating leaks and narrow spaces. This principle can con-
strain the roof shapes of two adjacent rectangles when considering three roof primitives: gable,
hipped or half-hipped. The other is that symmetry is a fundamental element in buildings, which
is mainly attributed to culture, economical and aesthetic reasons. Figure 5.1 shows the exam-
ples of building roofs and the partitions of their associated footprints. The symmetry property
in partitions is reflected in roof shapes. Thus, footprint symmetry information is a strong prior
towards a robust interpretation of roof shapes.

Figure 5.1. Symmetry feature in roof shapes and associated footprints.

In the proposed approach, a complex building footprint is first decomposed into several rect-
angles by using an enhanced minimal non-overlapping cover (MNC) algorithm (Ohtsuki 1982).
It uses a recursive function to list all the partitions with the fewest number of rectangles. Sec-
ond, a graph-based symmetry detection algorithm is introduced to the symmetrical rectangles
recognition in partitions. It represents rectangles as one-dimensional line segments, enabling
us to process a partition as an undirected graph. Our task is thus converted to find all the con-
nected sub-graphs being symmetrical to a certain axis. Next, a set of selection rules is defined to
evaluate the partitions and the one with the highest score is chosen for roof shape recommenda-
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tion. Then, we define a set of combination rules and a symmetry rule to eliminate incorrect roof
options. Finally, we calculate the probability of the single rectangle or L-unit and the footprint
being certain roof shapes, which is followed by ranking recommended roof shapes.

In summary, our main contributions are as follows:
(1) We propose an algorithm of recommending roof shapes for a complex building by using

a symmetry rule and a set of combination rules in footprints. It improves the traditional roof
reconstruction approaches by ruling out most of the incorrect options. The approach does not
require additional data. It allows improving the performance of the approaches relying on sensor
measurements data and increasing their accuracy by applying as a preliminary step. In addition,
it can enrich the OSM roof information by recommending volunteers several optimal options
of roof shapes. To the best of our knowledge, this is the first work of predicting roof shapes of
complex buildings by using only footprints without relying on any sensor measurements.

(2) We propose a novel graph-based symmetry detection algorithm, considering a partition
as a graph and distinguishing all the axial-symmetry sub-graphs in complex footprints.

(3) We can achieve the best decomposition of complex footprints with regard to roof mod-
elling by using an advanced MNC algorithm and a set of selection rules.

The rest of this paper is structured as follows: Section 5.2 describes the related works. Sec-
tion 5.3 presents the concept of the proposed recommendation algorithm and then describes the
details of its core components: footprint decomposition, symmetry detection, selection rules,
combination rules, symmetry rule, and probability calculation. Section 5.4 presents experimen-
tal results. Section 5.5 discusses some issues involved in this paper. Section 5.6 concludes the
paper and introduces the future works of this paper.

5.2 Related works

3D roof reconstruction: Roof reconstruction approaches can be divided into two main cate-
gories: data-driven (Kim and Shan 2011; Tarsha-Kurdi et al. 2007) and model-driven (Henn
et al. 2013; Kada and McKinley 2009; Suveg and Vosselman 2004; Xiong et al. 2014). The
former reconstructs 3D geometries directly from point clouds or features extracted from single
or multi-source data. This process does not require complex building decomposition into prim-
itives. Many data-driven algorithms (e.g., region growing, 3D Hough-transform, and Random
sample consensus) are proposed to detect the roof planes. The model-driven algorithms require
a model library of roof primitives. The model library allows users to establish correspondences
between predefined 3D primitives and subsets of 3D point clouds. For complex roof models,
building footprints are often decomposed into rectangles. Then, parametric building models in
a predefined library are used as hypotheses and are subsequently verified by using information
derived from images or point clouds. Both approaches rely highly on sensor measurements.
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The dearth of measurements can result in inaccurate and incomplete roof reconstruction. Fur-
thermore, although the model-driven approach uses the footprint of buildings, the purpose is
to partition the footprints into rectangles that are associated with roof primitives. In contrast to
the mentioned algorithms, our work introduces a novel intrinsic approach based on the analy-
sis of inherent characteristics of footprints, such as rectangles combination way and symmetry
features, to predict roof shapes.

In the work (Pita et al. 2008), the proportion of different roof shapes in several countries
has been studied. For instance, in the considered countries, the approximate rate of gabled and
hipped roofs is 72% and 20%, respectively. Obviously, this can be a reference for roof shapes
prediction, which can achieve a relatively high accuracy if the test area has been surveyed in
advance. The problem is the unavailability of the prior knowledge of the probability distribution
of roof shapes in most areas.

Symmetry detection: Symmetry detection is an active topic in building modelling (Zhang
et al. 2013). For instance, the work in (Musialski et al. 2009) tried to remove the unwanted con-
tent from facade images and replace the content with regular structures by using the symmetry
property in facades. In this paper, we focus on the detection of the symmetric features of build-
ing footprints, which are normally represented as a two-dimensional polygon. The commonly
used symmetry detection algorithm for polygons is based on string match approaches, which
encode the polygon as a string, for instance, as a sequence of angles and edge lengths (Lladós
et al. 1997; Wolter et al. 1985). Haunert (2012) presented a symmetry detection algorithm based
on the string match approach for identifying axial symmetries and representative structures in
footprints for map generation tasks. Instead of using the string match approach, the work in
(Dehbi et al. 2016) utilized Support Vector Machines and a formal grammar to identify and
model the symmetries and the hierarchical structures in building footprints, which can benefit
facade and roof reconstruction. However, the problem of symmetry detection we are faced in
this work is quite different. It requires detecting the symmetrical sub-clusters consisting of con-
nected rectangles in the partition of footprints. Thus, none of the existing symmetry detection
algorithms can be adopted for tackling the issue.

Footprint decomposition: Many works have been conducted in partitioning complex poly-
gons into smaller parts for roof reconstruction. Suveg and Vosselman (2004) suggested extend-
ing the footprint lines that intersect in concave corners. This can generate multiple partitions
because the line can be extended in both directions: vertical or horizontal. If two rectangles
share a common edge, they will be merged. The Minimum Description Length (MDL) princi-
ple is used to rank partitioning results, giving higher priority to the partitioning schemes with
a smaller number of rectangles. A disadvantage of this approach is that, in particular cases,
several possible partitions with the least number of rectangles might be produced, which also
include unreasonable partitions. Vallet et al. (2009) proposed decomposing a polygonal foot-
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print into a set of non-overlapping polygonal sub footprints in order to address the inconsistency
issue in the footprint. It mainly uses a splitting and merging operation, which is controlled by
an energy function that incorporates the horizontal and vertical gradient of the digital elevation
model. The works in (Vosselman et al. 2001; Kada and McKinley 2009) divided footprints into
small cells that are mostly quadrangular sections. Then, the partitioning results are refined by
merging or splitting the cells with LIDAR point clouds. The cell decomposition is an initial
stage of a complete decomposition. To achieve a complete decomposition, the approach must
leverage on sensor measurements. Gooding et al. (2015) tried to find a maximal area rectangle in
a footprint. However, it could not achieve the best partition in many cases due to the production
of many rectangle fragments, which are too small to be associated with a roof primitive.

5.3 Roof shape recommendation

As shown in Figure 5.2, the proposed method consists of six steps. In the first step, an advanced
MNC algorithm is used to decompose a footprint into rectangles, which can list all the parti-
tions with the least rectangles. The second step is detecting the symmetrical structures in the
partitions by using a graph based symmetry detection algorithm, which represents the partition
as a connected graph. Next, a set of rules are defined to evaluate the partitions, and the best
ones are chosen for roof shape recommendation. Then, we define a set of combination rules
and a symmetry rule. The combination rules state that each combination of rectangles can only
correspond to a couple of combinations of roof primitives, while the symmetry rule defines that
two symmetrical rectangles must have equal roof options. In this way, we can rule out many
incorrect roof options that violate these rules. Now, we can calculate the probability of each
rectangle being a certain roof shape and the probability of the footprint being a certain roof
shape combination. Results with the highest probabilities can be recommended to OSM volun-
teers. In Figure 5.2, a workflow of the proposed approach is presented. The workflow (on the
right) is illustrated by concrete examples (on the left). As shown in the figure, the footprint can
be partitioned in two ways (partition 1 and partition 2) based on the advanced MNC algorithm.
In the next step, a symmetry axis is identified, which is represented as a red dash line. The sub
partition consisting of A and the left half of B and the other sub partition consisting of C and
the right half of B are symmetrical. Because partition 2 contains two small fragments, it earns
a lower score than partition 1, which is regarded as the best one. Then, the probability of each
rectangle being a certain roof shape and the probability of the footprint being a certain com-
bination of roof shapes can be calculated using the combination and symmetry rules. Finally,
only two candidate combinations of roof shapes remain with each having a probability of 1/2.
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Figure 5.2. Workflow of roof shapes recommendation algorithm.
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5.3.1 Footprint decomposition

We assume that building footprints consisting of rectangle structures are quite common in real
environments. In order to achieve reasonable partitions from footprints, an advanced MNC par-
titioning algorithm is used. A reasonable partition means each rectangle in a partition correctly
corresponds to a roof primitive of a true building roof. We assume the horizontal and vertical
edges of rectilinear polygons are parallel to x-axis and y-axis, respectively. The conventional
MNC algorithm (Wu and Sahni 1994) consists of the following six steps:

(1) Identify the concave vertexes of a rectilinear polygon.

(2) Generate vertical and horizontal chords by connecting two concave vertexes that have an
equal x and y coordinate, respectively. Due to the noise in footprints, we define that two x or y
coordinates are equal when their difference is below a threshold of 0.3 m. The concave vertex
whose x or y coordinate is unequal to the x or y coordinate of any other concave vertexes is
called free concave vertex.

(3) Obtain a maximum matching (MM) by using the Hungarian algorithm (Kuhn 1956). We
treat vertical and horizontal chords as the left and right parts of a bipartite graph, respectively,
where each chord is denoted by an endpoint. Then, we add an edge to connect two chords if
they are intersected. Therefore, a bipartite graph can be denoted by G = (H ∪V, U) , where H,
V, and E represent horizontal chords, vertical chords, and the edges among them. A matching
in a bipartite graph is a set of edges chosen in such a way that no two edges share an endpoint.
A maximum matching is a matching of maximum number of edges.

(4) Find a maximum independent set (MIS) from the bipartite graph (Wu and Sahni 1994).
An independent set in a graph is a set of endpoints chosen in such a way that no two endpoints
are connected by an edge. A maximum independent set is an independent set of maximum
number of endpoints.

(5) Draw the chords in MIS to partition the polygon.

(6) Draw a horizontal or vertical line segment from the free concave vertexes to the nearest
edge.

The original MNC algorithm can only generate one partition. To overcome this issue, we
slightly modify the conventional MNC algorithm (Wu and Sahni 1994) for listing all the parti-
tions with the fewest number of rectangles through the following two steps:

(1) Produce all the maximum independent sets in step 4.

(2) Draw a line segment from the free concave vertexes in both vertical and horizontal di-
rections in step 6.

For the first step, we modified the original MaxInd algorithm in (Wu and Sahni 1994). In
the algorithm, only one of the two endpoints of an edge of the MM is added to an MIS, and
based on the endpoint rest legal endpoints are found from the MM and added to the MIS. To
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list the entire MISs, we need to traversal both the branches of the two endpoints of an edge of
the MM by using a recursive process. The pseudocode of the modified MaxInd algorithm is as
follows:

Algorithm 1 Advanced MaxInd
Input:

G = (H ∪ V,E) // bipartite graph;
M // the maximum matching of the graph;
F // set of free endpoints relative to M ;
s
′ // current MIS;
s // current MIS array

Output
S // all the MISs S =

{
s
′}; such that s′ ∈ H ∪ V ;

1: procedure AllMaxInd
2: while (F 6= null) or (M 6= null) do
3: if F 6= null then
4: let u ∈ F ; F ← F − {u}; s′ ← s

′ ∪ {u}
5: [G,M,F ] = Process_endpoint(u,G,M,F )

6: else
7: let (u, v) ∈M

8: M ←M − {(u, v)} ;G← G− {(u, v)}
9: ū← v; s̄← s

′ ∪ {ū} ; s′ ← s
′ ∪ {u}

10: M̄ ←M ; Ḡ← G; F̄ ← F

11: [G,M,F ] = Process_endpoint(u,G,M,F )

12: [Ḡ, M̄ , F̄ ] = Process_endpoint(ū, Ḡ, M̄ , F̄ )

13: S = AllMaxInd (Ḡ, M̄ , F̄ , s̄, S)

14: S ← S ∪
{
s
′}

15: return S

An example in Figure 5.3 is taken to explain the advanced MNC algorithm. First, 15 concave
vertexes were found (small blue circles). Vertexes f, p, q, r, and s are five free concave vertexes.
Lines are drawn from these vertexes, in either horizontal or vertical direction, producing new
edges depicted by red dashed lines. Next, 13 chords that are denoted by black dotted lines are
generated by connecting two concave vertexes with an equal x or y coordinate. Then, a bipartite
graph is formed, consisting of six vertical chords and seven horizontal chords, as shown in
Figure 5.4. The next step is to find a Maximum Matching from the bipartite graph. One of
the MMs is {(a, i), (h, i)},{(b, h), (a, b)} , {(c, d), (c, o)}, {(d, n), (n, o)}, {(e, g), (e,m)}, and
{(g, j), (j,m)}, which are denoted by red dot lines. The modified MaxInd algorithm is then
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Algorithm 2 Process Endpoint
1: procedure Process_endpoint(u,G,M,F)
2: for all (h, u) ∈ G do
3: G← G− {(h, u)};
4: if there is a v such that (h, v) ∈M then
5: M ←M − (h, v);F ← F ∪ {v}

6: return G,M,F

invoked, generating five MISs. The following step is drawing the chords in each MIS to form
rectangles. Finally, 160 (5·25) partitions are generated in total. The first ‘5’ represents the
number of MISs and the second represents the number of free concave vertexes.

Figure 5.3. An example of MNC algorithm.

5.3.2 Symmetry detection in partitions

Symmetry is the fundamental feature in buildings and preferred by architectures. The symme-
try feature in the partition of footprints is reflected in roofs, thus detecting the symmetry feature
can benefit roof reconstruction. For simplification, we represent two-dimensional rectangles in
partitions by one-dimensional line segments with length and width properties. The line segment
is the central line of rectangles along their long side. The abstraction might lead to two discon-
nected segments although their corresponding rectangles are adjacent. To solve this problem,
we extend original segments or add an extra segment for connecting two segments, as illustrated
in Figure 5.5. Two adjacent and collinear segments with equal width value are treated as a sin-
gle segment. In this way, we can consider a partition as an undirected graph, in which nodes
represent line segments and links represent the connectivity among them.

Two sub-clusters are symmetrical only if they satisfy the following four conditions: 1) the
two sub-clusters are both connected subgraphs; 2) they are connected; 3) the number of the
elements in both sub-clusters exceeds two; 4) the segments in two sub-clusters are symmetrical
to an axis. A symmetry axis is actually the perpendicular bisector of a segment since it is
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Figure 5.4. Bipartite graph consisting of horizontal and vertical chords.

Figure 5.5. Representation of 2D rectangles by 1D line segments.

perpendicular with the segment and divides the segment into two equal sub-segments belonging
to two symmetrical sub-clusters, respectively. We define that the upper half part and the lower
half part of a segment S as the first half part and the second half part, respectively, which are
denoted by s1 and s2 when the segment is vertical. Similarly, when a segment is horizontal, the
right half part and the left half part of the segment are treated as the first half part and second
half part, respectively. The symmetry detection algorithm is described as follows.
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Traversal each line segment s in graph G and treat the perpendicular bisector of s as the
symmetrical axis, which is denoted by a. s is divided into two equal sub-segments, s1 and s2

representing the first segment in two symmetrical sub-clusters, respectively. Then, the segments
that are connected to are checked to determine if they are connected to s1 or s2. The next step
is to traverse all the sub-graphs that start from s1 and simultaneously to find a symmetrical
subgraph that starts from s2 by invocating a recursion procedure FindMatch. The pseudocode
of the symmetry detection algorithm is as follows:

Algorithm 3 Detect Symmetry
Input:

G // Connection graph
Output

O // Contain all the symmetrical subgraphs in G

1: procedure SymmetryDetection(G)
2: Vs ← null

3: O ← null

4: for any s ∈ G do
5: if s 6∈ Vs then
6: Treat the perpendicular bisector a of s as the symmetrical axis
7: M ← null

8: N ← null

9: M ←M ∪ {s1}
10: N ← N ∪ {s2}
11: Assume L is the array that contains segments connected to s2

12: for all l ∈ L do
13: [M,N ] = FindMatch(G,M,N, s1, s2, l, a, Vs)

14: if M and N include at least two elements then
15: O ← O ∪ {M,N}

16: return O

In the pseudocode, a variable Vs is used to reduce the loop count of the first layer loop.
It records the line segments that have been checked and divided into two symmetrical sub-
segments. Segments divided into two symmetrical sub-segments and added into two symmet-
rical sub-graphs in previous loops do not require a repeated evaluation in the first layer of the
loop. Figure 5.6 illustrates an example of the symmetry detection algorithm.

Because of the noise in footprints, for segment comparison we use a threshold of 0.3 m for
width difference and a threshold of 0.5 m for length difference. Two segments with their width
and length difference below 0.3 m and 0.5 m respectively are considered as equal in size.
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Algorithm 4 Find Matched Part
1: procedure FindMatch(G,M,N, p_m, p_n, l, a, Vs)
2: if l can be divided into two parts being symmetrical to axis a then
3: Assume p_m connects l1

4: if there exist s a segment s such that s connects p_n and l2 then
5: M = M ∪ {l1}; N = N ∪ {l2}; Vs = Vs ∪ {l}
6: Assume P is array that contains the segments connected to l1

7: for all p ∈ P do
8: [M,N ] = FindMatch(G,M,N, l1, l2, p, a, Vs)

9: else
10: Assume C is the array that contains the segments connected to p_n
11: for all c ∈ C and c 6∈M and c 6∈ N do
12: if c and l are symmetrical to axis a and c.w = l.w then
13: M = M ∪ {l}; N = N ∪ {c}
14: Assume P is array containing the segments connected to l;
15: for all p ∈ P do
16: [M,N ] = FindMatch(G,M,N, l, c, p, a, Vs)

17: break
18: return M,N

5.3.3 Selection rules

After obtaining all the partitions, the next step is to select the most reasonable ones, in which
each rectangle correctly corresponds to a roof part. We assume that each partition has an initial
score of zero, and a set of rules are defined for changing the score. The partition with the highest
score is treated as the best one. The defined rules are as follows.

(1) Each rectangle fragment causes the score to decrease by one. We define the rectangle
with the length and width over three meters is valid for corresponding to a roof primitive. Oth-
erwise, the rectangle is treated as a fragment that should be avoided as many as possible in
partitions. Although fragments might exist in the best partitions, playing the role of balconies
or entrance awnings, they are ignored in the subsequent processes. As shown in Figure 5.7,
partitions 2 and 3 earn a lower score than partition 1 because of the existence of rectangle frag-
ments in partitions 2 and 3. Thus, partition 1 is the best one correctly corresponding to the roof
primitives of the true building roofs.

(2) Each combination of a pair of parallel rectangles causes the score to decrease by two.
Two parallel rectangles mean their long sides are adjacent and collinear. This rule is derived
from the roof design principle (Kruger, Seville 2012) that roofs should be designed to avoid
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Figure 5.6. An example of detecting symmetrical structures in a complex footprint.

narrow spaces that can carry snow and leaves. Two parallel gable, hipped or half-hipped roofs
would definitely result in a narrow space. We believe the partition with a rectangle segment that
plays the role of a balcony or an entrance awning is more common than the partition with a pair
of parallel rectangles. Figure 5.8 shows a building footprint and its two partitions. Partition 1
consists of a pair of parallel rectangles, while partition 2 includes a fragment. In this case, we
prefer partition 2 since it is more common in the real world than partition 1. Thus, we assign a
lower score (e.g., -2) to partition 1 than partition 2 that earns a score of -1 according to selection
rule 1.

(3) Each pair of symmetrical sub-clusters increases the score by 1. As we know, symmetry is
the fundamental element in buildings and preferred by architectures. Therefore, a partition with
symmetrical sub-clusters is more reasonable than the one without symmetrical sub-clusters. In
Figure 5.9, a footprint corresponds to four partitions. Partitions 1 and 2 earn a higher score than
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Figure 5.7. An example of selection rule based on rectangle fragments.

Figure 5.8. An example of selection rule based on parallel rectangles.

partitions 3 and 4 since the formers can be divided into two symmetrical sub-clusters.
Take the footprint in Figure 5.3 as an example to explain the selection rules. Figure 5.10

shows four partitions of the footprint. According to the selection rules, partitions 1, 2, 3, and 4
are assigned a score of -3, -13, -10, and -5, respectively. Thus, partition 1 is treated as the best.

5.3.4 Combination rules

Given the best partitions, we can recommend roof shapes for the rectangles in the partitions
by identifying three combination ways of rectangles: one-line, L-shape, and T-shape. Each
combination way of rectangles corresponds to several possible combinations of roof shapes.
The gabled, the hipped, the half hipped, and the flat roofs are the four most common roof types.
We consider the former three roof primitives in this paper since the flat roof is very easy to
be identified with Lidar data or aerial images. The difference amongst these three primitives
lies in the existence or nonexistence of the triangular side at the two short sides or ends of a
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Figure 5.9. An example of selection rule based on symmetry feature.

Figure 5.10. An example of scoring partitions with selection rules.

rectangle. We use two Boolean variables to represent the option of the triangle side at the two
ends of a rectangle, denoted by R1 and R2, respectively. R1 denotes the option of the triangle
side of the left and lower end of a rectangle when the long side of the rectangle is horizontal
and vertical, respectively, as shown in Figure 5.11. R2 denotes the option of the triangle side
of the right and upper end of a rectangle when the long side of the rectangle is horizontal and
vertical, respectively. R = 1 means the end has two options: with and without a triangle side.
R = 0 means the end has only one option: without a triangle side. When two rectangles are
connected in one of the combination ways, the R value of the two rectangles will change. The
combination rules are described as follows.

Combination 1 (one-line): One-line combination means the short sides of two rectangles are
adjacent and collinear. Ra,1 andRa,2 denote the two R values of rectangle A, while Rb,1 andRb,2

denote the two R values of rectangle B. The R value of the two adjacent ends of two rectangles
A and B in this combination is set to zero. As shown in Figure 5.12, the blue line denotes the
nonexistence of the triangular side. This rule is derived from the roof design principle (Kruger,
Seville 2012)] that roofs should be designed to avoid narrow spaces. If the right end of A or the
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Figure 5.11. Difference and numbering of two ends in three roof primitives.

left end of B has a triangle side, a narrow space is produced, as shown in Figure 5.13.

Ra,2 ← 0, Rb,1 ← 0 (5.1)

Combination 2 (T-shape): The value of the upper end in B is set to zero, as shown in Figure
5.14. The principle behind this rule is same as that of I-shape combination rule. If the upper
end of B has a triangular side, a narrow space is produced.

Rb,2 ← 0 (5.2)

Combination 3 (L-shape): Each L-shape can be divided into three sections, including two
separated sections A and B, and a public section C that is called L-junction end, as shown in Fig-
ure 5.15. The L-shape combination only affects the roof shape of the L-junction end. Typically,
an L-shape has two best partitions with the public section belonging to either separated section.
The rectangle occupying the public section is tagged with +, such as A+ and B+. In each best
partition, the L-junction end has two possible combinations of roof shapes: the shared combina-
tion, which is denoted by

{
A+1/2, B+1/2

}
, and T combination, as shown in Figure 5.16. Thus,

in an L-shape with two best partitions, the probabilities of the L-junction end being the T com-
bination in {A+, B}, being the T combination in {A,B+}, and being the shared combination
are 1/4, 1/4, and 1/2, respectively.

However, there might exist only one best partition for an L-shape. For example, in Fig-
ure 5.17, the partition {A,B+} earns a score at -1 because A is a small fragment. Partition
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Figure 5.12. Change of R value in one-line combination.

Figure 5.13. Unreasonable roof shapes in one-line combination.

{A+, B} earns a score of zero and thus is treated as the best. In this case, the L-junction end
has only two options in the roof shape combination: 50% {A+, B} in T combination and 50%{
A+1/2, B+1/2

}
in shared combination.

If more than one combination ways of rectangles are identified on the same end of a rectan-
gle, the roof shape combination satisfying the constraints of all the combination ways is used.
As shown in Figure 5.18, the combination {A+, B} has two roof shape combinations: the shared
combination and the T combination, while no triangle side exists in the two adjacent ends of
the one-line combination {A+, C}. To satisfy the constraints from both {A+, B} and {A+, C},
only the T combination is assigned for the combination {A+, B}.

The last step is analysing the existence or nonexistence of triangle sides at each end of a
rectangle and calculate the probability of the rectangle being certain roof primitives. For in-
stance, for a rectangle with R1 = 0 and R2 = 1, the probability of it being the gabled roof and
the half hipped roof are both 1/2. This is because the first end of the rectangle has no triangle
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Figure 5.14. Change of R value in T-shape combination rule.

Figure 5.15. Two best partitions in an L-shape footprint.

side, while the other end has two options: with or without a triangle side.

5.3.5 Symmetry rules

Symmetrical features in the partition of footprints also reflect on roofs. Therefore, we rule
that if two rectangles or two ends in a partition are symmetrical, they should have equal roof
shapes. After identifying symmetrical parts in a partition, symmetrical ends can be found.
Moreover, the symmetry relation can be transited amongst ends. For instance, if ends A and
B are symmetrical, while ends A and C are symmetrical, then B and C are symmetrical. The
symmetry rule is defined as follows: two symmetrical ends with equal R value that is inferred
through combination rules have equal roof shape options. For instance, if two symmetrical
ends have equal R values, Ra,1 = 1 and Rb,1 = 1, the two ends have equal options of triangular
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Figure 5.16. Two possible combination manners of roof shapes in L-shape.

sides: both with a triangle side or both without a triangular side. The rule also works for two
symmetrical L-junction ends.

5.3.6 Probability calculation

With the combination rules and symmetry rule, many incorrect roof options can be ruled out.
Then, we can calculate the probability of selecting the right one from the remaining roof options.
We define the event of a rectangle end with or without a triangle side, and an L-junction end
being a certain roof shape as an atomic event. From subsection 5.3.4 and 5.3.5, we can obtain
the probability of atomic events. We define that an L-unit comprises adjacent L-junction ends
and the rectangle ends that are adjacent to these L-junction ends. For instance, rectangles D,
E, and F in Figure 5.19 forms an L-unit. Then, the event of each rectangle or L-unit being
a certain roof primitive is defined as a single event, while the event of each footprint being a
certain combination of roof primitives is defined as a joint event. Thus, the probability of a
single event and of a joint event can be calculated by multiplying the probability of multiple
atomic events because a rectangle, an L-unit, and a partition of footprints consist of rectangle
ends and L-junction ends.
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Figure 5.17. L-shape with only one best partition.

Figure 5.18. An end is imposed two combination ways of rectangles.

A building is taken as an example in Figure 5.19 to demonstrate the process of calculating
the probability. The partition comprises a rectangle C, and two L-units consisting of rectangles
A and B, and of rectangles D, E, and F, respectively. The initial R value of all the rectangle
ends in the partition equals 1, except for the three L-junction ends. Six combination ways are
identified and the R values of all ends are updated as follows.

Finally, the lower end of rectangle A has two options since it has a R value of Ra, 1 = 1.
Thus, the probability of this end without a triangle side equals 1/2. From the result of step 1,
we can obtain that the probability of L-junction end L-AB being shared roof

{
A+1/2, B+1/2

}
equals 1/2. The right end of rectangle B has only one option since it has a R value of Rb,2 = 0.
Thus, the probability of this end without a triangle side equals 1. The upper and lower ends of
rectangle C both have two options with Rc,1 = 1 and Rc,2 = 1. Thus, the probability of the two
ends without the triangle side equals 1/2. The left end of rectangle F has only one option since
it has a R value of Rf,1 = 0. Thus, the probability of this end without a triangle side equals one.
Similarly, the probability of the left end of rectangle D without a triangle side equals 1 since
this end has a R value of Rd,1 = 0. From the result of step 4, we can obtain the probability of L-
junction end L-EF being shared roof

{
E+1/2, F+1/2

}
, equalling 1/2. Similarly, the probability

of L-junction end L-DE being shared roof
{
D+1/2, E+1/2

}
equals 1/2.

Note that the left end of rectangle F and the left end of rectangle D are symmetrical and
have equal R values. In addition, two L-junction ends L-EF and L-DE are symmetrical and
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Figure 5.19. A building with symmetrical parts and one of the best partitions.

have equal R values. According to the symmetry rule, the left end of rectangle D and F have
equal roof option, and L-junction ends L-EF and L-DE have equal roof option. Thus, the joint
probability of L-EF being

{
E+1/2, F+1/2

}
and L-DE being

{
D+1/2, E+1/2

}
equals 1/2 instead

of 1/4. The probabilities of correctly recommending roof shapes for rectangle C, for the L-unit
consisting of rectangle A and B, and for the L-unit consisting of rectangle D, E, and F are 1/4,
1/4, and 1/2, respectively. Finally, the product of these three probabilities is the probability of
correctly recommending the roof shape combination for the building, equalling 1/32.

5.4 Experiments

The proposed approach is implemented and tested using 30 complex building footprints on
OSM. Results are evaluated by comparing the roof shapes on Google images, as shown in Fig-
ure 5.20. In order to demonstrate the benefits of the proposed recommendation algorithm, we
compare the probability of rectangles or L-units being the right roof shapes and the probabil-
ity of the footprint being the right roof shape combination before (prior probability) and after
(estimated probability) using the recommendation algorithm. Prior probability refers to the
probability of selecting the right one by using only the prior knowledge of roof primitives. It
equals the reciprocal of the number of roof options. For example, a rectangle consists of two
ends with each having two options: with or without a triangle side. A rectangle has four roof
options in total, and the prior probability of correctly recommending a roof shape for the rect-
angle is thus 1/4. Initially, an L-junction end has five and nine roof options if its corresponding
L shape has one and two best partitions, respectively. Thus, the prior probability of correctly
selecting the roof for an L-junction end is 1/9 or 1/5. Two kinds of probabilities are evaluated:
single event probability and joint probability. Single event probabilities refer to the probabil-
ity of selecting right roof shapes for a rectangle or an L-unit. Joint probabilities refer to the
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probability of selecting the right combination of roof shapes for a footprint.
Note that buildings 13, 14, 15, and 16 consist of several single or complex buildings, while

other buildings are an independent complex building. Our proposed rules are still applicable for
those consisting of single and complex buildings. Their footprints are decomposed into multiple
single and/or complex footprints on OSM with each corresponding to an independent building.
In this situation, we just apply the MNC algorithm in these partitioned footprints.

Figure 5.20. Test buildings from google images.

5.4.1 Comparison of joint probability

Estimated joint probabilities can be calculated according to our proposed probability calculation
approach. For prior joint probabilities, we first record the number of possible roof shape options
for each rectangle end and L-junction end, denoted bymi(i ∈ [1, n]). In this equation, n denotes
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the number of ends in a partition. Then, the total number of roof options of one partition can
be calculated by using Equation 5.3. As we mentioned before, a footprint may has multiple best
partitions, and the options of roof shape combinations derived from different partitions need to
be integrated by counting repeated options only once. We denote integrated options by O

′ , and
the prior joint probability of correctly selecting roof shape combinations for a footprint is thus
1/O

′ .

O =
n∏

i=1

mi (5.3)

We use building 1 in Figure 5.20 as an example to explain the process of calculating prior
joint probabilities. The L-unit consisting of rectangles D, E, and F has two best partitions ac-
cording to the symmetry selection rule, corresponding to partition 1 and partition 2 in Figure
5.9. In each partition, the two L-junction ends have 25 (5·5) roof options in total. The number
of integrated option is 49 (25+25-1) since the option of two L-junction ends being the shared
combination appears totally twice in two partitions. The number of the roof options of the lower
end of rectangle A, L-junction end L-AB , the right end of rectangle B, the lower and upper ends
of rectangle C, the left end of rectangle D and E, and the two L-junctions ends L-DE and L-EF
are 2, 9, 2, 2, 2, 2, 2, and 49, respectively. Then, the total number of roof shape combinations
is 28224, and the prior joint probability is thus 1/28224.

The prior and estimated probability of joint events for other test buildings can be calculated
in a similar way. Table 5.1 shows the results of prior and estimated probabilities. From the table,
we can see a considerable improvement in the probability of correctly selecting the combination
of roof shapes for footprints from 0.29% to 14.3% after using our proposed algorithm. The roof
shape combinations that satisfy all the constraints of combination rules and symmetry rules are
called candidate options. The roof shape combinations that are ruled out by the recommenda-
tion algorithm are called removed options. In Figure 5.21, each bar refers to a building. The
blue section represents the proportion of removed options, while the sum of the red section and
the green section represents the proportion of candidate options. The red section represents the
proportion of the candidate options that have a lower estimated probability than that of the true
combination of roof shapes. The green section represents the ranking of the true combination
of roof shapes. From the table, we can see the amount of removed options is much greater than
the amount of candidate options, occupying nearly 93 percent of the whole options. This proves
the high efficiency of the proposed recommendation algorithm in ruling out incorrect roof shape
combinations. Table 5.2 shows the ranking result of true roofs. A roof with a ranking result of
1% means the roof is ranked among the top 1%. The table demonstrates that the true roofs of the
entire buildings are recommended and highly ranked among the entire roof options. Further-
more, the truth roofs of several buildings are still highly ranked among candidates. Although,
in some cases, the truth roofs with a value of 100% are lowest ranked among candidates, most
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of the incorrect options have been removed, which can be observed from the last column of the
table. Achieved results can be used to improve roof reconstruction since most of the incorrect
options have been ruled out, and only very few measurements are needed to choose the true one
from candidate options.

Figure 5.21. Comparison of removed and candidate options and ranking of true options for
buildings.

Buildings 4, 8 and 15 are taken as examples to show the recommended roof shape com-
binations that are ranked highest among candidate options, as illustrated in Figure 5.22. For
building 4, there exists one roof shape combination that is ranked within top 1 and four roof
shape combinations that are ranked within top 5. A roof shape combination is ranked within
top 5 means five roof shape combinations have an equal or higher estimated probability than
this combination. The recommended roof shape combination ranked within top 1 is the true
roofs of building 4. The true roof shape combinations of buildings 8 and 15 are ranked within
top 4 and top 2, respectively.

5.4.2 Comparison of single event probability

In this subsection, we evaluate the probability of recommending right roof shapes for a single
rectangle and an L-unit. We can calculate the prior and estimated probability of a single event
in a similar way as a joint event. A single event consists of multiple atomic events and thus can
be also seen as a ‘joint’ event. After obtaining the probability of recommending the right roof
shape for each rectangle and L-unit, the mean probability is calculated according to Equation
5.4. In the equation, pi denotes probabilities, and q denotes the number of rectangles and L-units
in a building.

The mean probability of all buildings is shown in Table 5.3. Furthermore, a total mean
probability can be calculated using a weighted average method according to Equation 5.5, where



70 5.4. Experiments

Figure 5.22. Examples of highly ranked roof shape combinations of buildings 4, 8, and 15.
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s denotes the number of buildings. The prior mean probability equals 17%, while the estimated
mean probability reaches 45% after using the recommendation algorithm. The result shows a
great improvement in the probability of choosing right roof shapes for single rectangles and
L-units.

p
′
=

∑q
i=1 pi
q

(5.4)

p̄ =

∑s
j=1 pj

′
qj∑s

j=1 qj
(5.5)

Figure 5.23 shows the proportion of removed options and candidate options, as well as the
ranking of the true roof shapes for a single rectangle or an L-unit. Each bar corresponds to a
rectangle or an L-unit, and the blue, red, and green sections have the same meaning with that
of Figure 5.22. From the figure, we can see removed options are much more than candidate
options for most of the rectangles or L-units, occupying nearly 60 percent of the whole options.
The results also show it is 21% and 77% the cases that the true roof shape of a rectangle or an
L-unit is ranked within top 1 and top 2, respectively.

Figure 5.23. Comparison of removed and candidate options and ranking of true options for
rectangles and L-units.
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Table 5.1. Prior and estimated probability of joint events.

Prior probability Estimated probability

Building 1 1/28224 1/32

Building 2 1/196 1/4

Building 3 1/980 1/32

Building 4 1/1249 1/2

Building 5 1/581042 1/8

Building 6 1/784 1/32

Building 7 1/3136 1/16

Building 8 1/64 1/4

Building 9 1/324 1/256

Building 10 1/324 1/256

Building 11 1/256 1/32

Building 12 1/12544 1/32

Building 13 1/73728000 1/256

Building 14 1/64 1/4

Building 15 1/1024 1/2

Building 16 1/256 1/4

Building 17 1/576 1/32

Building 18 1/144 1/16

Building 19 1/1764 1/100

Building 20 1/196 1/4

Building 21 1/1024 1/8

Building 22 1/3136 1/20

Building 23 1/50176 1/32

Building 24 1/153664 1/16

Building 25 1/1024 1/8

Building 26 1/64 1/16

Building 27 1/9604 1/8

Building 28 1/9604 1/8

Building 29 1/9604 1/8

Building 30 1/1249 1/2
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Table 5.2. Ranking of truth among entire options and candidates.

If true

roofs are

recommended

Ranking of

truth among

entire options

Ranking of

truth among

candidates

Proportion of

removed options

among entire options

Building 1 Yes 0,03% 4,00% 99,29%

Building 2 Yes 1,02% 20,00% 94,90%

Building 3 Yes 0,82% 13,33% 93,88%

Building 4 Yes 0,08% 20,00% 99,60%

Building 5 Yes 0,00% 0,80% 99,98%

Building 6 Yes 2,55% 100,00% 97,45%

Building 7 Yes 0,26% 20,00% 98,72%

Building 8 Yes 6,25% 100,00% 93,75%

Building 9 Yes 30,86% 100,00% 69,14%

Building 10 Yes 30,86% 100,00% 69,14%

Building 11 Yes 12,50% 100,00% 87,50%

Building 12 Yes 0,13% 20,00% 99,36%

Building 13 Yes 0,00% 0,74% 100,00%

Building 14 Yes 6,25% 100,00% 93,75%

Building 15 Yes 0,20% 100,00% 99,80%

Building 16 Yes 1,56% 100,00% 98,44%

Building 17 Yes 2,78% 20,00% 86,11%

Building 18 Yes 5,56% 20,00% 72,22%

Building 19 Yes 0,23% 4,00% 94,33%

Building 20 Yes 1,02% 20,00% 94,90%

Building 21 Yes 0,78% 100,00% 99,22%

Building 22 Yes 0,13% 20,00% 99,36%

Building 23 Yes 0,03% 20,00% 99,84%

Building 24 Yes 0,00% 4,00% 99,93%

Building 25 Yes 0,78% 100,00% 99,22%

Building 26 Yes 25,00% 100,00% 75,00%

Building 27 Yes 0,02% 4,00% 99,48%

Building 28 Yes 0,02% 4,00% 99,48%

Building 29 Yes 0,02% 4,00% 99,48%

Building 30 Yes 0,08% 20,00% 99,60%
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Table 5.3. Prior and estimated probability of single events.

Prior

probability

Estimated

probability

The number of

rectangles and L-units

Building 1 499/5292 1/3 3

Building 2 1/196 1/4 1

Building 3 1/980 1/32 1

Building 4 1/1249 1/2 1

Building 5 1/581042 1/8 1

Building 6 25/196 9/32 2

Building 7 11/108 1/4 3

Building 8 1/4 5/12 3

Building 9 1/324 1/256 1

Building 10 1/324 1/256 1

Building 11 1/4 7/16 4

Building 12 5/36 5/16 4

Building 13 341/1800 21/32 8

Building 14 1/4 2/3 3

Building 15 1/4 4/5 5

Building 16 1/4 3/4 4

Building 17 19/108 3/8 3

Building 18 5/36 5/16 2

Building 19 1/1764 1/100 1

Building 20 1/196 1/4 1

Building 21 1/4 1/2 5

Building 22 33/196 5/12 3

Building 23 29/180 2/5 5

Building 24 83/972 1/4 3

Building 25 1/4 1/2 5

Building 26 1/4 1/2 3

Building 27 1/9604 1/8 1

Building 28 1/9604 1/8 1

Building 29 1/9604 1/8 1

Building 30 1/1249 1/2 1



5.5. Discussions 75

5.5 Discussions

Theoretical limitations: We make two main assumptions. One is rectilinear footprints. In this
paper, we only choose the buildings with rectilinear footprints as test data. For the buildings
whose footprints have non-right angles, an additional generalization of the footprint can be
introduced in our future work as in (Vosselman et al. 2001; Kada 2007; Noskov and Doytsher
2013). The other is that buildings follow the roof design principle that a narrow space between
roofs is avoided in buildings. Although some buildings might violate this principle, we believe
the cases are rare. In our future work, we can resolve this issue by modelling it as a small
probability event, which is integrated into our probability model. In this way, more roof shape
options are produced, but the roof shapes that violate the design principle would earn a quite
low probability.

Empirical thresholds: We use two groups of empirical thresholds in this work. The first is
related to noisy footprints. More specifically, we use a distance threshold of 0.3 m to determine
the equality of two x or y coordinates in the algorithm of decomposing footprints. In addition,
we use a threshold of 0.3 m as width difference and a threshold of 0.5 m as length difference
to determine the equality of two rectangles in the algorithm of symmetry detection. To make
these thresholds applicable in a wider range of test data, they can be learned from annotated
data. The second is related to the definition of fragments. We define that the rectangle with a
width or length below three meters is treated as a fragment. Fragments might be the derivative
of an incorrect partition or play the role of a balcony, vertical passage, and entrance awning.
The value of this threshold is derived from two facts. One is the size of these three building
parts. They normally have a width and length less than three meters. The other is the size of a
garage, which has a minimum width at about three meters 4. According to our prior knowledge
about roofs, a garage is the smallest building unit that has a roof. Similarly, we can select a
better threshold value by learning from annotated data.

Applications of proposed approach: Achieved results can be mainly applied in two as-
pects. First, they can benefit roof reconstruction that is implemented by using LiDAR data or
aerial images. For example, the right one can be identified from candidate roof shapes by using
very few LiDAR data or aerial images. In this way, computation loads and needed sensor data
are dramatically reduced. This is especially well suited for the situation where sensor data is
deficient. Second, it can facilitate the contribution activities of OMS volunteers when they are
contributing the roof information of a complex building. For example, top ranked roof shapes
for a single rectangle and for the whole building are a significant reference to volunteers when
they are unclear with true roof shapes.

4http://moud.gov.in/upload/uploadfiles/files/Chap-4.pdf
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5.6 Conclusions

In this paper, a rule-based approach to roof shape recommendation for complex buildings is pro-
posed. First, complex footprints are decomposed into rectangles by using an advanced MNC
algorithm. Next, we capture symmetrical rectangles in partitions. A set of selection rules are
then defined to rank partitions and the one with the highest score is selected for roof recom-
mendation. Finally, the probability of a rectangle or the whole building being a certain roof
shape or roof shape combination is calculated by analysing the combination ways of rectangles
and by using the symmetry rule. The evaluation of single and joint event probabilities shows
an obvious improvement in the probability of correctly choosing roof shapes. This is because
that most of the erroneous roof shapes have been ruled out by the recommendation algorithm.
This can bring many benefits in both data-driven and model-driven roof reconstruction methods.
More specifically, only a few measurements such as LiDAR point clouds or images are needed
to identify the right one from remaining roof shapes. In addition, top-ranked roof shapes can
be recommended to OSM volunteers as an important reference when they are unclear with the
true roof shapes of a complex building.

Several tasks are scheduled for future works. First, we plan to take into account more roof
primitives by leveraging on the size and length-to-width ratio information of rectangles. For
instance, the rectangle with a small length-to-width ratio and a large area normally corresponds
to a flat roof, while the footprint of a pyramidal roof has equal length and width. Second,
in order to improve the accuracy of correctly selecting roof shapes, we plan to combine the
estimated probability that is calculated by the recommendation algorithm and the probability
distribution of roof primitives in a certain area, which can be learned from annotated roof data
of neighbouring areas.
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Abstract

The entrance of buildings is an important feature that connects their internal and external en-
vironments. Most frequently, automatic approaches for detecting building entrances are based
on street-level images, which, however, are not widely available worldwide. To address this
issue, we propose a more general approach for inferring the location of the main entrance of
public buildings based only on OpenStreetMap data. In particular, we adopt three binary clas-
sification models: Weighted Random Forest, Balanced Random Forest, and SmoteBoost. The
features considered in the classification are of two types: (1) intrinsic features derived from the
footprint, such as the distance to the centroid of the footprint, and (2) extrinsic features derived
from spatial contexts, such as the shortest path distance to the main roads. Extensive experi-
ments have been conducted on 320 public buildings with an average perimeter of 350 meters.
The experimental results showed that a mean linear distance error of 21 meters and a mean

79



80 6.1. Introduction

path distance error of 22 meters were achieved by using the Weighted Random Forest and Bal-
anced Random Forest models, ruling out 90% of the incorrect locations of the main entrance at
buildings. Our work finds relevance, for example, in saving pedestrians’ way-finding efforts.

Keywords: Main entrance tagging; Random forest; OpenStreetMap;

6.1 Introduction

The entrance of public buildings plays a vital role in connecting outdoor and indoor spaces. De-
termining the location of the main entrance is essential in many location-based service (LBS)
applications, such as way-finding since it is normally the end destination of outdoor way-finding
(Zeng and Weber 2015). However, the entrance information is missing on current mainstream
map providers, such as Bing Maps and Google Maps. This can lead to several issues (e.g., inac-
curate navigation and misleading) when using these map services. For example, when following
the planned route by map providers to a certain building, users are often guided to the wrong lo-
cation, which is far away from the main entrance. Consequently, they need to spend even more
efforts to find the main entrance by themselves. Times way-finding efforts can be saved and
shorter and simpler routes can be derived if the main entrance of buildings is a mapped feature.
This is an unpleasant experience especially for the people with mobility constraints because
public buildings are normally complex and of large proportions. Figure 6.1 shows two real ex-
amples when using Google Maps to plan a route to a certain building. Realizing the importance
of mapping the building entrance, the OpenStreetMap (OSM) contributors have created a tag
to represent the main entrance as a node with the OSM key ‘entrance’ and value ‘main’ (Goetz
and Zipf 2011).

However, to the present date, only a small proportion of buildings on OSM have an entrance
tag feature. For instance, in the London area, there are only about 60 buildings that are tagged
with the main entrance. This is because it is difficult for volunteers to contribute with the en-
trance of the building in comparison to other features, such as the buildings’ footprints and the
venues’ names, which can be obtained from personal experience, public information, and Bing
satellite imagery. Only the volunteers who are familiar with the building would mark the main
entrance on OSM. To overcome this challenge, some automatic solutions have been proposed
to identify the entrance of buildings from street-level images (Kang et al. 2010; Liu et al. 2014;
2017) and remarkable tagging results have been achieved. However, the data they leverage on
limit the applicability of their approach, as street-level images that cover a wide range of areas
are not guaranteed to be available even from Google Street View, which is the largest provider
of street view images to date, specially outside developed countries. Furthermore, the entrance
of many buildings can not be directly observed from streets due to the existence of obstacles or
the entrance does not face any street.
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Figure 6.1. Inaccurate and misleading navigation by Google Maps due to missing of entrance
information. Location tagged by black and red circle are planned target point by Google Maps

and true main entrance, respectively. The blue dotted line represents the planned path by
Google Map. The yellow line shows the extra path taken to find the true entrance to the

planned target location. The red dashed line denotes the shortcut that is not found by Google
Maps.

To mitigate this gap, a more general and applicable main entrance tagging approach for pub-
lic buildings (e.g., hospital, office building, and museum) is proposed by leveraging OSM, which
provides high-quality geography information in many regions, such as Europe and the United
States (Hochmair et al. 2013) and is freely accessible. The reason that we focus only on public
buildings rather than private buildings such as residential house, is that their shape is complex
and large-scaled and they are the most frequent route destinations. Therefore, to guide users to
find the entrance of public buildings is of larger public interest. Besides, this work focuses on
the detection of the main entrance, ignoring the possible secondary or ancillary entrances since
in many cases the public is not allowed to use secondary entrances, commonly used mostly for
special purposes, such as emergency evacuations. Therefore, from the perspective of navigation,
the main entrance is more important than the secondary entrance.

The idea of this work is inspired by two intuitions: (1) The location of the main entrance of
a public building is correlated with the shape of its footprint. For instance, the main entrance
is located normally near the centroid of the footprint, as shown in Figure 6.2a. If the footprint
is reflection symmetry, the main entrance is very likely located close to the symmetry axis to
maintain the symmetric characteristics of the building, as shown in Figure 6.2b. Some previous
works have applied the symmetric characteristics of the footprint in reconstructing building ele-
ments, such as roof type (Hu et al. 2018). Another example is that the main entrance sometimes
is located at the convex and concave edge of the footprint, which corresponds to the rain-shed,
independent vertical passage or entrance foyer. (2) The main entrance of a building is correlated
with its surrounding spatial contexts, such as the streets. Generally, the main entrance should
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be easily accessed and observed from the streets, which often has shorter path distance to the
streets and more observable points from the street than the other locations at the footprint, as
shown in Figure 6.3.

(a) Entrance is close to centroid of footprint (b) Entrance is close to axis of symmetric
footprint

Figure 6.2. Location of entrance is correlated with shape of footprint.

(a) Entrance is easily observed from roads (b) Entrance is easily accessed from roads

Figure 6.3. Location of entrance is correlated with spatial contexts of buildings.

In this work, we consider the main entrance tagging issue as a binary classification problem.
By splitting the footprint into discrete equidistant points (also named samples), the task is thus
converted to identify which one is the most likely location of the main entrance (positive). For
each point, the corresponding intrinsic and extrinsic features are extracted by measuring the re-
lationship between the samples and the footprint as well as its spatial context, respectively. The
proposed approach consists of two stages, namely, model training and entrance tagging. During
the training stage, three different classification models are fitted. These are the Weighted Ran-
dom Forest (WRF)(Effendy et al. 2014), Balanced Random Forest (BRF) (Khalilia et al. 2011),
and the SmoteBoost (Chawla et al. 2002) algorithms. The reason for testing and comparing
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these models is that they are robust to class imbalance situations. During the tagging stage, the
fitted model is used to calculate the probability of assigning each sample in a test building as
positive, and the one with the highest probability is chosen as the estimated location of the main
entrance.

The main contributions of this work are twofold:
(1). To the best of our knowledge, this work is the first to propose an automatic approach to

estimating the physical location of the main entrance of buildings based only OSM data.
(2). Our proposed approach is broadly applicable, as it relies only on OSM data, which is

freely accessible and covers a wide range of areas in the world.
The remainder of this paper is structured as follows: In Section 6.2, we introduce the relevant

works. In Section 6.3, we present the workflow of the proposed approach and give the details of
each step. We evaluate the proposed approach through experiments on 320 public buildings in
Section 6.4, and discuss relevant issues in Section 6.5. Conclusions are drawn in Section 6.6.

6.2 Related works

We categorize the entrance detection approaches into two groups: door detection (indoor) and
entrance detection (outdoor) since to some degree an entrance is also a door but the detection
approach is different.

Door detection: Door detection approaches are widely investigated due to two reasons.
First, robots need to recognize the location of doors for autonomous navigation. Second, indoor
reconstruction solutions also need to detect the location of doors to build a complete indoor
navigation network for pedestrians. For instance, Murillo et al. (2008) presented a technique
for detecting doors using only visual information for robot navigation. The probability distri-
bution is learned in a parametric form from a few reference images in a supervised setting. A
model-based approach is used, where the door model is described by a small set of parameters
characterizing the shape and the appearance of the object. The geometry of the door is spec-
ified by a small number of parameters and the appearance is learned from the reference data.
The constraints of man-made environments were used to generate multiple hypotheses of the
model and the learned probability distribution was used to evaluate their likelihood. Zhao et al.
(2015) proposed a light-weight and broadly applicable door detection approach based on the
magnetometer embedded on a smartphone. It analyzes readings from the built-in magnetic sen-
sors since the anomalies or sharp fluctuations of magnetic signals normally happened at doors.
Nikoohemat et al. (2017) proposed using mobile laser scanners for data collection. It can de-
tect openings (e.g., windows and doors) in cluttered indoor environments by using occlusion
reasoning and the trajectories from the mobile laser scanners. The results showed that using
structured learning methods for semantic classification is promising. Recently, Quintana et al.
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(2018) presented an approach that detects open, semi-open and closed doors in 3D laser scanned
data of indoor environments. It integrates the information regarding of both the geometry and
colour provided by a calibrated set of 3D laser scanner and a colour camera. The integration
of geometry and colour makes it robust to occlusion and variations in colours resulting from
varying lighting conditions at each scanning location and different scanning locations.

Entrance detection: Apart from door detection, a couple of automatic methods have also
been proposed to detect the entrance of buildings, which is the focus of this work. The tradi-
tional ways to detect the entrance is through images analysis. That is, the detection of entrance
is treated as the issue of semantic tagging from images. For instance, Liu et al. (2014) proposed
a three-stage system that starts with a high-recall entrance candidate extractor, which is followed
by classifying candidates based on local image features. The final stage fuses results from mul-
tiple views by using Markov chain Monte Carlo to solve a Bayesian inference problem, and to
select the best set of entrances that explain the image of a facade. The system achieves a recall
of 70% on a challenging data set of urban scene images. Kang et al. (2010) proposed an ap-
proach to detecting the entrance of building for robot navigation based on the images that can be
collected in real-time by mobile robots during navigation. They adopted a probabilistic model
for entrance detection by defining the likelihood of various features for entrance hypotheses.
The basic idea is to exclude non-entrance regions in the surface of a building, such as walls and
windows, which are extracted from the image of the surface. The reminding region is consid-
ered as the candidate of entrance, which is then evaluated by their proposed probabilistic model.
Recently, Talebi et al. (2018) presented a vision-based method for detecting building entrances
with outdoor images. They first converted the RGB image into gray-scale image, from which
the vertical and horizontal line segments can be detected by using Line Segment Detector (LSD)
algorithm. Then, the regions between the vertical lines were specified and the features including
height, width, location, color, texture and the number of lines inside the regions are obtained.
Finally, they used some additional knowledge such as door existence at the bottom of the image
and a reasonable height and width of a door to decide if a door is detected or not. Different
from the aforementioned works that use manually defined features to detect entrance, Liu et al.
(2017) proposed using random forest classifier to perform automatic feature selection and en-
trance classification. The process of the algorithm is as follows: first, the scene geometry was
exploited and the multi-dimensional problem is reduced down to a one-dimensional (1D) prob-
lem. Then, a rich set of discriminative image features for entrances was explored according
to constructed designs, specifically focusing on properties such as symmetry and color consis-
tency. Lastly, a joint model was formulated in three dimensions (3D) for entrances on a given
facade, which enables the exploitation of physical constraints between different entrances on
the same facade in a systematic manner to prune false positives, and thereby selected an opti-
mum set of entrances on a given facade. The drawback of these works is that they rely on the
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stree-level image, which can be obtained from some map providers, such as Google Street View
and through the cameras equipped on the robot during navigation. The street-level image does
not always contain the entrance of all the buildings since the entrance might not face any street.
Meanwhile, Google Street View covers only partial large cities in the world. The robot-based
solution is not applicable for pedestrian way-finding, which needs to know the location of the
main entrance in advance.

6.3 Approach
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Figure 6.4. Workflow of proposed approach.

As illustrated in Figure 6.4, the proposed approach consists of two stages: training and tag-
ging. In the training stage, the edges of each building are first split into single points, also named
samples. They are then tagged as positive (true main entrance) and negative accordingly. The
next step is to extract features for each sample by measuring the relationship between the sample
and the footprint (intrinsic features) and the surrounding spatial entities (extrinsic features), such
as the distance to the centroid of the footprint and the shortest path distance to the main roads.
However, some negative samples are neighbors of the positive sample, which may cause the
mis-classification of the positive sample. To solve this issue, only the ‘strong’ negative samples
are used in the training data. The ‘strong’ negative samples are those whose physical or feature
distance is far away from the positive sample. After collecting the samples from all of the train-
ing buildings, the missing data of the training samples would be filled out, which is caused by
the lacking of some spatial entities around a certain building. For instance, not all the buildings
have main roads around. Finally, a classification model that can deal with the unbalanced class
issue is fitted based on the training samples.
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In the tagging stage, the footprint of a test building is split into single points and the corre-
sponding features are extracted in the same way as in the training stage. The next step is to impute
the missing data by using the strawman strategory (Tang and Ishwaran 2017). Specifically, the
missing value of a numerical feature is filled out with the median value of the non-missing val-
ues of this feature in the training samples. Likewise, the missing value of a categorical feature
is filled out with the most frequent value of the non-missing values of this feature in the training
samples. Then, the trained model is used to calculate the probability of assigning each sample to
positive or negative. Finally, the one with the highest positive probability among all the samples
in a building is chosen as the estimated location of the main entrance. In the following sections,
we will elaborate on the key steps of the training stage.

6.3.1 Data pre-processing

The input of the training stage is buildings. For each one, its external edges are first split into
smaller segments with an interval of three meters. For the segment whose length is below three
meters, they are directly treated as a complete segment. Then, the midpoint of the segment
is chosen as a sample (the candidate location of the main entrance). The one whose parental
segment contains the true main entrance is tagged as positive, and the others are tagged as
negative. We define the edge that contains a sample as the master edge of the sample. The
features of each sample can be extracted by measuring the relationship between the sample
and the footprint (intrinsic features) and the surrounding spatial entities (extrinsic features),
which will be elaborated in the following section. Figure 6.5a shows the footprint of a building.
Figure 6.5b shows the discretized result, from which we can see: (1) the number of the negative
sample is much larger than that of the positive sample (only one); (2) the positive sample is
physically surrounded by some negative samples. If we fit a normal classification model with
these samples, all the test samples would most likely to be categorized as negative to achieve the
highest classification accuracy. However, what we expect is to correctly pick out the positive
samples from the negative ones.

To handle the inbalanced data issue, this work adopts three classification models namely,
SmoteBoost, Balanced Random Forest, and Weighted Random Forest. To address the second
issue, the negative samples that are close to the positive sample in either physical or feature
distance are ruled out from the training samples in order to reduce the interference of the negative
samples on the positive sample. That is, only the ‘strong’ negative samples are preserved. The
physical and feature distance thresholds are denoted by PT and FT , respectively. The physical
distance between two samples is defined as the shortest linear distance along the footprint, as
shown in Figure 6.10. The feature distance is defined as the Euclidean distance of the feature
vector of two samples. Note that before calculating the feature distance, each variable in the
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vector is first normalized by using the Min-Max Normalization method, as shown in Formula
6.1, limiting the value of all features to the range of zero and one. Figure 6.5c shows the selected
‘strong’ negative samples.

X ′ =
X −Xmin

Xmax −Xmin
(6.1)

(a) footprint of a building on
OSM

footprint
negative sample
positive sample

(b) discretization of footprint

footprint
strong negative sample
positive sample

(c) resampling of nagative
samples

Figure 6.5. Process of footprint split and sample extraction.

After obtaining positive and ‘strong’ negative samples for all the training buildings, the
straw-man imputation strategy is adopted to deal with the missing data issue in the training
samples. Specifically, we fill out the missing value of a numerical feature with the median
value of the non-missing values of this feature in the training samples. Likewise, we fill out the
missing value of a categorical feature with the most frequent value of the non-missing values
of this feature in the training samples. More approaches that impute the missing data will be
investigated in our future work, such as KNN, missing forest, and multiple imputation by chained
equations (MICE) (Deng et al. 2016; Tang and Ishwaran 2017).

6.3.2 Feature extraction

This section introduces the procedure of extracting features for each sample in a building. Given
a building, its footprint and surrounding spatial contexts or entities are obtained from OSM, on
which the intrinsic and extrinsic features can be derived, respectively. In total, we define 84
features. The detailed definition of these features can be found in the shared files online.

6.3.2.1 Extrinsic feature

The spatial contexts include address street, main road, pedestrian way, service way, railway,
bicycle parking area, landmark, and postbox. Partial buildings have been tagged with the
address street. The key is ‘addr_street’ in OSM and the corresponding value is renamed as
‘addr_street_value’ in this work, based on which the address street of the building are retrieved.
The key and value of these contexts in OSM are given in Table 6.1. The relationship between
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Table 6.1. OSM key and value of spatial entities used to extract external features.

key value

address street name addr_street_value

main road highway
primary / secondary/ tertiary

/ unclassified/ residential

pedestrian way highway pedestrian

service way highway service

railway railway rail

bicycle parking area amenity bicycle_parking

landmark

artwork_type sculpture

tourism artwork

historic memorial

amenity fountain

man_made water_well

man_made flagpole

postbox amenity post_box

the sample and the spatial contexts can be measured in multiple ways, as shown in the first col-
umn of Table 6.2. Note that, we do not choose the pathways connected to the building as the
spatial context since it is too strong features that indicate the location of the entrance, as shown
in Figure 6.6.

Before introducing the specific features, we first define the outer perpendicular line (OPL)
and inner perpendicular line (IPL) of a sample, which are needed in defining some features.
OPL of a sample is the line with the sample as the start point, extending along the line that is
perpendicular to the master edge of the sample and deviating from the building. Conversely,
IPL is the line with the sample as the start point, extending along the line that is perpendicular
to the master edge of the sample and toward the footprint. For example, the OPL and IPL of
a sample in Figure 6.2 are denoted by the green and brown lines, respectively. The following
measures are used to define the external feature:

Shortest path distance: It refers to the shortest path distance from a sample to multiple
spatial contexts of the same type, such as multiple service ways. Normally, the true sample
(main entrance) can be easily accessed (with a shorter path distance than other samples) from
address streets and main roads. To calculate the path distance, the path obstacle is first extracted,
including building, barrier, grass, water, railway, and garden. Next, the spatial contexts in the
form of line segments or polygons are split into points at a certain interval (5 meters in this
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Figure 6.6. Pathway surrounded by blue rectangles is connected to buildings on OSM with the
connection point as the location of main entrance.

work). The path distance from the sample to these context points is then calculated with the
A-star algorithm (Hart et al. 1968), and among them the shortest path distance is obtained.

Turning degree: It refers to the turning degree of the shortest path from a sample to a
certain spatial context. It is calculated by dividing the shortest path distance by the euclidean
distance from the sample to the target location on the shortest path. The larger the value, the
more turnings on the shortest path.

Accessible: It measures if a sample is accessible from a certain spatial context. It can be
obtained from the result of the shortest path distance.

Degree of visibility: It measures how easily a sample (candidate entrance) can be observed
from certain spatial contexts. Generally, the main entrance is easily observed from main roads.
The obstacles that hinder visibility are buildings and barriers. Specifically, the key of visual
obstacles on OSM is ‘barrier’. To calculate the degree of visibility of a sample, the spatial
contexts (e.g., main roads) are first discretized into points at a certain interval (5 meters in this
work) and the number of the points from which a sample can be directly observed without
obstruction is used as the degree of visibility.

Visible: It measures if a sample is visible from a certain type of spatial contexts. It can be
derived from the result of the degree of visibility.

Euclidean distance: It measures the Euclidean distance between a sample and the spatial
contexts.

The other important extrinsic features are:

Open area (*): It measures the size of an open area before a sample. To calcualte the
feature, the OPL is first obtained, which is followed by searching all the intersection point of
the OPL and the obstacles. The open area then equals the shortest Euclidean distance between
the intersection points and the sample. The obstacles here are the building, grass, main road,
barrier, water, and railway.
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Table 6.2. Extrinsic feature extraction by measuring the relationship between samples and
spatial contexts.

address

street

main

road

pedestrian

way

service

way
railway

bicycle

parking

area

landmark postbox

Shortest

path

distance (*)

X X X X X X

Accessible X X X X X X

Turning

degree
X X X X X X

Degree of

visibility (*)
X X X X

Visible X X X X X X X

Euclidean

distance (*)
X X

Distance to buildings(*): It measures the Euclidean distance from the sample to the nearest
building. It is calculated in the same way as Open area. The only difference is that the obstacle
here contains only buildings.

6.3.2.2 Intrinsic feature

Intrinsic features refer to the features extracted from the OSM footprint. Some important intrin-
sic features are as follows:

Distance to centroid (*): It represents the Euclidean distance from a sample to the centroid
of the footprint.

Proportion (*): It measures how close a sample is to the midpoint of its master edge. It is
calculated by dividing the distance between the sample and the midpoint of its master edge by
the length of its master edge. The value ranges from 0 to 0.5.

Existence of axis: It indicates if the reflection symmetry axis exists since not every building
is symmetric. For instance, the footprint in Figure 6.5b is reflection-symmetric and the axis is
the perpendicular bisector of the master edge of the positive sample.

Distance to reflection symmetry axis (*): It represents the perpendicular distance from a
sample to the reflection symmetry axis of the footprint if the axis exists.
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At intersected edge of axis (*): It indicates if a sample is located at the edge that intersects
the axis of the building if the axis exists.

Length of master edge (*): It represents the length of the edge that contains the sample.

Face inner(*): It indicates if the OPL of a sample intersects the other edges of the building
(except the master edge). It has been observed that the OPL of the entrance sample does not
normally intersect the edges of the footprint, such as the positive sample in Figure 6.5b.

Concavity and convexity: It indicates if the master edge of a sample is concave (0), con-
vex(1), or neither (-1). An edge is defined as convex only when the inner angles of the two
endpoints of this edge approximate 90 degrees, while the neighboring two angles approximate
270 degrees. In contrast, an edge is defined as concave only when the two angles of this edge ap-
proximate 270 degrees, while the neighboring two angles approximate 90 degrees. For instance,
the master edge of the positive sample in Figure 6.5b is concave.

Opposite shape: It indicates if the opposite edge of the master edge of the sample is concave
(0), convex(1), or neither (-1). The opposite edge of an edge is defined as the closest exterior
edge of a building, which intersects the perpendicular bisector of the edge.

Note that, for both intrinsic and extrinsic features, the one with the star symbol (*) means that
apart from the absolute measurements, the sorting result of measurement of a sample among the
total samples in the same building is also treated as features. It measures if one sample is closer
to some spatial contexts or easier to be observed from some places than the other samples in the
same building. Intuitively, the positive sample (entrance) is closer to the centroid of a building
than most of the negative samples. The sorting result of each sample in a building, denoted by
S = {s1, s2, ...sn} is normalized, denoted by NS = {si/n}i∈[1,n]. si denotes the sorting result
of i-th sample, ranging from 1 to n, while n denotes the number of samples in a building. In
this way, the value of the sorting feature is limited in the range of 0 and 1, making it globally
comparable.

6.3.3 Classification models for imbalanced data

As we mentioned before, the positive sample is far less than the negative ones, which cause
imbalanced data issues (Sun et al. 2009). The common ways to deal with this issue include over-
sampling the minority class, under-sampling the majority class, and giving more weight to the
minority class. This work adopts three different classification models: SmoteBoost, Balanced
Random Forest, and Weighted Random Forest, which are the representative methods of the three
strategies.

SmoteBoost: It was first proposed by Chawla et al. (2003) for countering imbalance in a
dataset, which combines the Synthetic Minority Oversampling Technique (SMOTE) (Chawla
et al. 2002) and Adaptive Boost (AdaBoost) (Schapire 2013). Specifically, before each boost-
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ing step, a SMOTE resampling calculates new synthetic examples for the minority class. The
minority class is over-sampled by taking each minority class sample and introducing synthetic
examples from the k minority class nearest neighbors. AdaBoost works to improve the perfor-
mance of weak learners (poor predictive models, but better than random guessing). It iteratively
builds an ensemble of weak learners by assigning a higher weight to samples that the current
weak learner misclassified during each iteration. This weight determines the probability that
the sample will appear in the training of the next weak learner. For this reason, boosting al-
gorithms like AdaBoost are particularly useful for class imbalance problems because higher
weight is given to the minority class at each successive iteration as data from this class is often
misclassified. More details of the AdaBoost can be found in (Chawla et al. 2003).

Balanced Random Forest: Balanced Random Forest (BRF) is a variant of the random forest
by under-sampling the majority class in building each decision tree. BRF algorithm consists of
three steps. (1) For each iteration (building a tree) in random forest, draw a bootstrap sample
from the minority class and randomly draw the same number of samples, with replacement,
from the majority class. (2) Induce a classification tree from the data to maximum size, without
pruning. (3) Repeat the two steps above for the number of trees desired. During the tagging
stage, the predictions of all the trees in the forest are aggregated to make the final prediction.
More details of the Balanced Random Forest can be found in (Khalilia et al. 2011).

Weighted Random Forest: Weighted Random Forest (WRF) is another variant of random
forest, which follows the idea of cost-sensitive learning. That is, a heavier penalty would be
placed on the misclassification of the minority class, by assigning the minority class a larger
weight (i.e., higher misclassification cost). The class weights are used in two places of the RF
algorithm. In the tree induction procedure, class weights are used to weight the Gini criterion for
finding splits. In the terminal nodes of each tree, class weights are again taken into consideration.
The class prediction of each terminal node is determined by “weighted majority vote”; i.e., the
weighted vote of a class is the weight for that class times the number of cases for that class at the
terminal node. The final class prediction for RF is then determined by aggregating the weighted
vote from each tree, where the weights are average weights in the terminal nodes. More details
of Weighted Random Forest can be found in (Effendy et al. 2014).

6.4 Experiments

6.4.1 Experimental setting

We have collected 320 public buildings from seven German cities: Frankfurt (60), Mannheim
(28), Heidelberg (46), Karlsruhe (40), München (44), Stuttgart(38), Berlin (40), and Köln (24).
The digital in the parentheses denotes the number of buildings collected in the corresponding
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city. We use IGIS.TK and its spatial data model to export the OSM data of the seven cities into
the Spatialite database, from which the corresponding OSM entities around a building are re-
trieved (Noskov and Zipf 2018). Specifically, the OSM elements (i.e., node, way, and relation)
that locate in or intersect with the buffer of the building are retrieved from the database. The
buffer takes the centroid of the building as the center and 150 meters as the radius. The corre-
sponding SQL script is as ‘SELECT elements.id, AsGeoJson(Transform(geom,32630)),keys.txt,
vals.txt FROM elements JOIN tags ON elements.id=tags.id JOIN keys ON tags.key = keys.rowid
join vals on tags.val=vals.rowid WHERE MbrIntersects(Transform(Buffer(Transform(MakePoint
(8.3728, 49.0159, 4326), 32630), 150), 4326),elements.geom)’. (8.372814, 49.015944) repre-
sents the latitude and longitude coordinates of the centroid of a building that should be modified
as buildings when querying the corresponding buffer. Based on the retrieved result, the required
OSM entities and spatial contexts of a building can be then extracted.
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Figure 6.7. Distribution of area, perimeter, and edge number of test buildings.

Furthermore, we analyze the distribution of the perimeter, area, and number of edges of the
total buildings, which is shown in Figure 6.7. We can observe that the shape of the buildings
varies greatly. Then, the spatial contexts that are located around the buildings and the symmetric
buildings (with axis) are analyzed. The occurrence frequency of different spatial contexts and
the symmetric building is shown in Figure 6.8. We can see the missing data issue is quite serious
with the frequency of only the main road, service way, and address street over 0.7, making the
classification task much challenging. To know which feature is important in recognizing the
main entrance, we measured the importance of each feature (84 in total) by calculating how
much the accuracy decreases when the feature is excluded in the random forest. From which,
the top 20 most significant features are picked out, and their normalized weights are shown in
Figure 6.9.

The top 20 features are ‘sort of distance to centroid’, ‘proportion’, ‘distance to centroid’,
‘sort of shortest path distance to main road’, ‘distance to nearest building’, ‘sort of shortest
path distance to service ways’, ‘turning degree of shortest path distance to service ways’, ‘sort
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of open area’, ‘open area’, ‘sort of shortest path distance to address street’, ‘sort of distance
to nearest building’, ‘turning degree of shortest path distance to main road’, ‘ sort of visibility
degree from main road’, ‘visibility degree from main road’, ‘visibility degree from service way’,
‘sort of shortest path distance to service way’, ‘shortest path distance to main road’, ‘sort of
visibility degree from service way’, ‘sort of turning degree of shortest path distance to address
street’, and ‘opposite shape’. They play the most significant role in identifying the location of
the main entrance. Axis related features are not ranked among the top 20 as we expected, which
is because only a small proportion of buildings are symmetric.
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Figure 6.8. Occurrence frequency of spatial contexts and symmetric buildings in test
buildings.

6.4.2 Tagging accuracy

In this experiment, we compare the three classification models for the imbalanced class issue
and the general random forest model. A couple of important parameters need to be set for our
proposed solutions and the classification models, to achieve the optimal performance. Specifi-
cally, the physical distance threshold (PT ) and the feature distance threshold (FT ) that are used
to select the ‘strong’ negative samples are set to 24 (m) and 0.04, respectively. For the WRF
approach, the important parameters include the number of trees, the maximum depth of the tree,
and the weight of the minority class compared to the majority class, which are set to 80 and 12,
and 160:1, respectively. For the BRF approach, the key parameters include the number of trees
and the maximum depth of the tree, which are set to 140 and 14, respectively. For the Smote-
Boost approach, the key parameters include the number of new synthetic samples per boosting
step, the maximum number of estimators at which boosting is terminated, and the number of
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Figure 6.9. Importance of top 20 features.

the nearest neighbors that are used to generate new samples for a minority class sample, which
are set to 130, 4, and 90, respectively. Note that, the SmoteBoost model is not stable in our tests
such that different prediction results are achieved with the same parameters. For the general RF
approach, the important parameters include the number of trees and the maximum depth of the
tree, which are set to 110 and 14, respectively. These approaches are implemented based on
scikit and the imbalanced-learn package of Python.

The five-fold cross-validation is used to evaluate the approaches based on 320 public build-
ings. That is, the 320 buildings are divided into five test groups with each containing 64 build-
ings. In each test group, the 64 buildings are treated as the testing set, and the remaining 258
buildings are treated as the training set, in which the location of the main entrance is known.
We measure the deviation between the true entrance and the estimated entrance in two ways.
The first is the shortest linear distance between them along the footprint. The second is the
distance of the shortest path that the users need to take to walk from the estimated entrance to
the true entrance. Note that, due to the existence of obstacles such as barriers and buildings, the
path distance between two locations might be much larger than their linear distance, as shown
in Figure 6.10.

In Appendix A, we present the tagging results of partial testing buildings by using the four
models. In the figures, the red square denotes the position of the true entrance, while the brown
upper-pointing triangle, the yellow star, the light blue diamond, and the blue right-pointing
triangle denote the estimated position of the entrance by WRF, BRF, RF, and SmoteBoost, re-
spectively. The complete data set, python code, and tagging results have been uploaded online.
Figure 6.11 shows the cumulative linear distance error of the total five test groups. We can see
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Figure 6.10. Two kinds of distance errors. In the left figure, the path distance is smaller than
the linear distance. In the right figure, the path distance is much larger than linear distance due

to the obstruction of buildings.

WRF and BRF achieve the best tagging result with an average error of around 21 meters. 30%
of the buildings are correctly tagged with the linear distance error at 0 meters, and in 80% of
the cases, the distance error is below 30 meters. For SmoteBoost and the general random forest
approaches, the mean error is at around 35 meters. BRF and WRF can better deal with the
imbalanced class issue than the SmoteBoost approach in this context.
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Figure 6.11. CDF of linear distance error of four classification models.

However, the liner distance error between the estimated and the true entrance does not reflect
the actual walking distance that users need to take from the estimated to the true entrance due
to the existence of obstacles, including buildings and barriers (e.g., fence) in this context, as
shown in Figure 6.10. Therefore, we further calculate the shortest path between the estimated
and true entrance for the five test groups. If the true entrance is unreachable from the estimated
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Figure 6.12. CDF of path distance error of four classification models.

entrance, the shortest path distance is set to 1000 meters. Figure 6.12 shows the CDF of the
path distance error of the four approaches. We can see, BRF and WRF still achieve a promising
result, with a mean error at 22 meters, and in 80% of the cases, the path distance error is below
30 meters. However, for SmoteBoost and the general RF approaches, the path distance error
becomes larger at 38 and 46 meters, respectively, compared to their liner distance errors. We
believe that a distance deviation at around 30 meters would not cause the failure of finding the
true entrance because humans have powerful spatial cognition capability (Foo et al. 2005). For
instance, pedestrians can easily notice the entrance when they are following the route to the
estimated entrance if the estimated and the true entrance is not far away.

Furthermore, we analyzed the test buildings whose linear distance error is over 60 meters.
We found that three reasons mainly cause the large tagging error. The first is inaccurate or
incomplete OSM data. For instance, the building in Figures (k) and (u) of Appendix A have a
tagging error over 60 meters. A fence in front of the estimated entrance location of Figure (k) by
WRF is missing on OSM, leading to the estimated entrance easily accessed from roads, which
is not true. Likewise, a deep hole in front of the estimated entrance location of Figure (u) is
missing on OSM. The second is that the estimated location is the ancillary entrance but not the
main entrance, as shown in Figures (s) and (ad) of Appendix A, where the estimated location by
WRF is very close to the ancillary entrance. The third reason is that there are always numbers
of exceptional buildings that do not follow the general layout principles of the main entrance.

Finally, we analyze the ranking of positive probability assigned to the true entrance sample
among the total samples in a building. The ranking result has two types. The first is the absolute
ranking result among all the samples with the value ranging from 1 to N, where N represents
the number of samples in a building. Figure 6.13 shows the CDF of the absolute ranking result
achieved by the four approaches. Still, BRF performs the best. In 55% of the cases, the true
positive sample is ranked among Top 4. In 75% of the cases, it is ranked among Top 10. The
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second is the relative ranking result, which considers the varying number of samples in test
buildings. It is calculated by dividing the absolute ranking result by the total number of samples
in the corresponding building, limiting the value in the range of zero to one. Figure 6.14 shows
the CDF of the relative ranking result achieved by the four approaches. Likewise, BRF performs
the best. In 50% of the cases, the true entrance sample is ranked among the top 2%. In 74% of
the cases, it is ranked among the top 10%. The ranking result looks promising, which confirms
that the trained models (i.e., BRF and WRF) is close to the ground truth.
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Figure 6.13. CDF of absolute ranking result of estimated positive probability of true entrance
by four classification models.
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Figure 6.14. CDF of relative ranking result of estimated positive probability of true entrance
by four classification models.
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6.5 Discussions

Main entrance assumption: One of the assumptions of the proposed solution is that there is
one and only one main entrance in a public building. This is due to two reasons. First, in most
of the cases, this assumption holds. Second, it would be quite challenging to detect a variable
number of main entrances in a public building if we are uncertain how many main entrances
exist. However, when collecting the test buildings, we also found that a public building might
be comprised of multiple departments, each having one house number and one corresponding
main entrance. Such cases of buildings are beyond the scope of our work. However, this will
be dealt with in future work by considering the house number tagged on OSM since each house
number corresponds to a main entrance. That is, multiple main entrances can be identified from
a building if the tagged location of the house number are known.

Fusion of OSM and satellite imagery: As we have mentioned in the experimental section,
the tagging error is often caused by missing or incomplete data in OSM. This greatly reduces
the applicability and robustness of the proposed solution. To mitigate the issue, in the future, we
plan to use the satellite imagery (e.g., from Bing map) to provide more cues about the possible
locations of the main entrance. For instance, in Figure 6.15, an open space is in front of the
main entrance, which can be identified from the satellite imagery. However, by using only the
data from OSM, a big tagging error is produced, as shown in Figure (v) of Appendix A. One of
the cues of the impossible entrance position is the green space, as shown in Figure 6.16, which
can be observed from the satellite imagery. However, with only the OSM data, the estimated
entrance by BRF is located at the green space, as shown in Figure (ab) of Appendix A. The
possible solution is to combine the manually defined features extracted from OSM, and the
features automatically extracted from the satellite imagery with deep learning in an integrated
model.

6.6 Conclusion

To mitigate the misleading and inaccurate navigation issues caused by the missing main en-
trances of public buildings on current map providers (e.g., Google Maps and OSM), we pro-
posed a broadly applicable main entrance tagging approach based only on extrinsic and intrin-
sic features extracted from OSM. Three classification models have been applied to deal with
the imbalanced data issue, namely WRF, BRF, and SmoteBoost. Experimental results show
that WRF and BRF have a low tagging error in both linear distance and shortest path distance
errors, which we believe can greatly save pedestrians’ effort in finding the main entrance. We
also found the most frequent tagging error is normally caused by inaccurate and incomplete
OSM data. Realizing this interesting finding, we will investigate the possibility of automati-
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Figure 6.15. Blue square indicates an open space where the main entrance is located.

Figure 6.16. Yellow square denotes a green space where the main entrance is not likely to be
located.

cally reporting erroneous data on OSM based on the tagged entrance since the big tagging error
might be related to erroneous OSM data. Apart from this, in the future, we plan to combine the
satellite imagery to provide further evidences about the possible location of the main entrance
to mitigate the large tagging error.
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6.7 Data and codes availability statement

The data and codes that support the findings of this study are available in entrance_tagging with
the identifier at the private link https://figshare.com/s/00612ebbc369a980bd7b

https://figshare.com/s/00612ebbc369a980bd7b
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Abstract

Current indoor mapping approaches can detect accurate geometric information but are inca-
pable of detecting the room type or dismiss this issue. This study investigates the feasibility of
inferring the room type by using grammars based on geometric maps. Specifically, we take the
research buildings at universities as examples and create a constrained attribute grammar to rep-
resent the spatial distribution characteristics of different room types as well as the topological
relations among them. Based on the grammar, we propose a bottom-up approach to construct
a parse forest and to infer the room type. During this process, Bayesian inference method is
used to calculate the initial probability of belonging an enclosed room to a certain type given
its geometric properties (e.g., area, length, and width) that are extracted from the geometric
map. The approach was tested on 15 maps with 408 rooms. In 84% of cases, room types were
defined correctly. It, to a certain degree, proves that grammars can benefit semantic enrichment
(in particular, room type tagging).
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7.1 Introduction

People spend most of their time indoors, such as offices, houses, and shopping malls (Zhang
et al. 2010). New indoor mobile applications are being developed at a phenomenal rate, cov-
ering a wide range of indoor social scenarios, such as indoor navigation and location-enabled
advertisement (Yassin et al. 2016). Semantically-rich indoor maps that contain the usage of
rooms (e.g., office, restaurant, or book shop) are indispensable parts of indoor location-based
services (Youssef 2015; Elhamshary and Youssef 2015). The floor plans modelled in computer-
aided design (CAD), building information modeling (BIM)/industrial foundation classes (IFC),
and GIS systems (e.g., ArcGIS and Google Maps) contain rich semantic information, including
the type or function of rooms. However, only a small fraction of millions of indoor environments
is mapped (Gao et al. 2014), let alone the type of rooms.

Currently, two mainstream indoor mapping methods include digitalization based and mea-
surement based. The first provides digitized geometric maps comprising rooms, corridors, and
doors extracted automatically from existing scanned maps (de las Heras et al. 2015; 2014; Dodge
et al. 2017; Dosch et al. 2000). Normally, it is incapable of extracting the room type information
from the scanned map. According to the type of measurements, we can further divide the sec-
ond group of approaches into three categories: LIDAR point cloud (Ambruş et al. 2017; Armeni
et al. 2016; Qi et al. 2017; Xiong et al. 2013), image (Henry et al. 2012; Furukawa et al. 2009;
Ikehata et al. 2015), and volunteers’ trace (Alzantot and Youssef 2012; Gao et al. 2014). LI-
DAR point cloud and image-based approaches can reconstruct accurate 3-D scenes that contain
rich semantics, such as walls, windows, ceilings, doors, floors, and even the type of furniture in
rooms (e.g., sofa, chairs, and desks) (Armeni et al. 2016; Zhang et al. 2013) but ignore the type
of rooms. Utilizing volunteers’ traces to reconstruct indoor maps has received much attention
due to its low requirement on hardware and low computational complexity compared to LIDAR
point cloud and image-based approaches. With the help of abundant traces, it can detect accu-
rate geometric information (e.g., the dimension of rooms and corridors) and simple semantic
information (e.g., stairs and doors). However, it is difficult to infer the type of rooms based on
traces. Briefly, current indoor mapping approaches can detect accurate geometric information
(e.g., dimension of rooms) and partial semantics (e.g., doors and corridors) but are incapable of
detecting the room type (i.e., for digitalization-based and trace-based approaches) or ignore this
issue (i.e., image and LIDAR point cloud-based approaches). To solve this problem, (Luperto
et al. 2017) proposed using a statistical relational learning approach to reason the type of rooms
as well as buildings at schools and office buildings. (Elhamshary et al. 2016; Elhamshary and
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Youssef 2015) used check-in information to automatically identify the semantic labels of indoor
venues in malls, i.e., business names (e.g., Starbucks) or categories (e.g., restaurant). However,
it is problematic when check-in information is unavailable in indoor venues.

This work takes research buildings (e.g., laboratories and office buildings at universities) as
examples, investigating the feasibility of using grammars to infer the type of rooms based on
the geometric maps that can be obtained through the aforementioned reconstruction approaches.
The geometric map we use contains the geometric information of rooms and simple semantic
information (i.e., corridors and doors). We must reckon that it is impossible to manually con-
struct a complete and reliable grammar that can represent the layout of the research buildings
all over the world, which is not the aim of this work. Our goal is to prove that to a certain extent,
grammars can benefit current indoor mapping approaches, at least the digitalization-based and
traces-based methods, by providing the room type information. As for the creation of complete
and reliable grammars, we plan to use grammatical inference techniques (De la Higuera 2010;
D’Ulizia et al. 2011) to automatically learn a probabilistic grammar based on abundant training
data in the future.

In this work, we use grammars to represent the topological and spatial distribution char-
acteristics of different room types and use the Gaussian distribution to model the geometric
characteristics of different room types. They are combined to infer the type of rooms. Gram-
mar rules are mainly derived from guidebooks (Braun, Grömling 2005; Hain 2003; Klonk 2016;
Watch 2002) about the design principles of research buildings. The idea is based on two assump-
tions: (1) Different room types follow certain spatial distribution characteristics and topological
principles. For instance, offices are normally adjacent to external walls. Two offices are con-
nected through doors. Multiple adjacent labs are clustered without being separated by other
room types, such as toilets and copy rooms. (2) Different room types vary in geometric proper-
ties. For instance, a lecture room is normally much larger than a private office. We assume that
the geometric properties (e.g., area, length, and width) of each room type follow the Gaussian
distribution.

The input of the proposed approach is the geometric map of a single floor of a building
without the room type information. The procedure of the proposed approach is as follows:
We first obtain the frequency and the parameters of the multivariate Gaussian distribution of
each room type from training rooms. Then, we improve the rules defined in the previous work
(Hu et al. 2017) by removing a couple of useless rules and adding a couple of useful rules in
semantic inference and changing the format of rules for the purpose of generating models to
the format of rules for sematic inference. The next step is to partition these rules into multiple
layers based on their dependency relationship. Then, we apply rules in primitive objects of
each test floor-plan from the lowest layer to the highest layer to construct a parse forest. When
applying rules at the lowest layer, Bayesian inference is used to calculate the initial probability
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of assigning an enclosed room with a certain type based on its geometric properties (e.g., area,
length, and width) that are extracted from the geometric map. Low-ranking candidate types
are removed to avoid the exponential growth of the parse trees. The constructed forest includes
multiple parse trees with each corresponding to a complete semantic interpretation of the entire
primitive rooms. The main contributions of this work include two parts:

(1) To the best of our knowledge, this is the first time to infer the type of rooms by using
grammars given geometric maps.

(2) To a certain degree, we prove that grammars can benefit semantic enrichment.
The remainder of this paper is structured as follows: In Section 7.2, we present a relevant

literature review. We introduce the semantic division of research buildings and the defined rules
of the constraint attribute grammar in Section 7.3. In Section 7.4, we present the workflow and
the details of each step of the proposed approach. In Section 7.5, we evaluate our approach
using 15 floor-plans and discuss some issues in Section 7.6. We conclude the paper in Section
7.7.

7.2 Related works

Models for indoor space. Currently, the mainstream geospatial standards that may cover indoor
space and describe the spatial structure and semantics include CAD, BIM/IFC, city geography
markup language (CityGML), and IndoorGML. CAD is normally used in the process of build-
ing construction, representing the geometric size and orientation of buildings’ indoor entities.
It uses the color and thickness of lines to distinguish different spatial entities. Apart from the
notes related to indoor spaces, no further semantic information is represented in CAD. Com-
pared to CAD, BIM is capable of restoring both geometric and rich semantic information of
building components as well as their relationships (Azhar 2011). It enables multi-schema rep-
resentations of 3D geometry for indoor entities. The IFC is a major data exchange standard in
BIM. It aims to facilitate the information exchange among stakeholders in AEC (architecture,
construction, and engineering) industry (Santos et al. 2017). Different from IFC, CityGML
(Kolbe 2009) is developed from a geospatial perspective. It defines the classes and relations for
the most relevant topographic objects such as buildings, transportation, and vegetation in cities
with respect to their geometrical, topological, semantic, and appearance properties (Li et al.
2015). CityGML has five levels of detail (LoDs), each for a different purpose. Particularly, the
level of detail 4 (LoD 4) is defined to support the interior objects in buildings, such as doors,
windows, ceiling, and walls. The only type for indoor space is room, which is surrounded by
surfaces. However, they lack features related to indoor space model, navigation network, and se-
mantics for indoor space, which are critical requirements of most applications of indoor spatial
information (Kim et al. 2014). In order to meet the requirements, IndoorGML is published by
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OGC (open geospatial consortium) as a standard data model and XML-based exchange format.
It includes geometry, symbolic space, and network topology (Kang and Li 2017). The basic
goals of IndoorGML are to provide a common framework of semantic, topological, and geo-
metric models for indoor spatial information, allowing for locating stationary or mobile features
in indoor space and to provide spatial information services referring their positions in indoor
space, instead of representing building architectural components.

Digitalization-based indoor modeling. The classical approach of parsing the scanned map
or the image of floor-plans consists of two stages: Primitive detection and semantics recognition
(Ahmed et al. 2012; 2011; Dosch et al. 2000; Gimenez et al. 2016; Macé et al. 2010). It starts
from low-level image processing: Extracting the geometric primitives (i.e., segments and arcs)
and vectorizing these primitives. Then, to identify the semantic classes of indoor spatial ele-
ments (e.g., walls, doors, windows, and furniture). In recent years, machine-learning techniques
have been applied to detect the semantic classes (e.g., room, doors, and walls). For instance,
de las Heras et al. (2015; 2014; 2011) presented a segmentation-based approach that merges
the vectorization and identification of indoor elements into one procedure. Specifically, it first
tiles the image of floor plans into small patches. Then, specific feature descriptors are extracted
to represent each patch in the feature space. Based on the extracted features, classifiers such as
SVM can be trained and then used to predict the class of each patch. With the rapid development
of deep learning in computer vision, deep neural networks have also been applied in parsing the
image of floor plans. For instance, Dodge et al. (2017) adopted the segmentation-based ap-
proach and fully convolutional network (FCN) to segment the pixels of walls. The approach
achieves a high identification accuracy without adjusting parameters for different styles. Over-
all, the digitalization-based approach is useful considering the existence of substantial images
of floor-plans. However, it is incapable of identifying the type of rooms if the image contains
no text information that indicates the type of rooms.

Image-based indoor modeling. Image-based indoor modeling approaches can capture ac-
curate geometric information by using smartphones. The advent of depth camera (RGB-D) fur-
ther improves the accuracy and enables capturing rich semantics in indoor scenes. For instance,
Sankar and Seitz (2012) proposed an approach for modeling the indoor scenes including offices
and houses by using cameras and inertial sensors equipped on smartphones. It allows users to
create an accurate 2D and 3D model based on simple interactive photogrammetric modeling.
Similarly, Pintore and Gobbetti (2014) proposed generating metric scale floor plans based on in-
dividual room measurements by using commodity smartphones equipped with accelerometers,
magnetometers, and cameras. Furukawa et al. (2009) presented a Manhattan-world fusion tech-
nique for the purpose of generating floor plans for indoor scenes. It uses structure-from-motion,
multiview stereo (MVS), and a stereo algorithm to generate an axis-aligned depth map, which
is then merged with MVS points to generate a final 3D model. The experimental results of dif-
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ferent indoor scenes are promising. Tsai et al. (2011) proposed using motion cues to compute
likelihoods of indoor structure hypotheses, based on simple geometric knowledge about points,
lines, planes, and motion. Specifically, a Bayesian filtering algorithm is used to automatically
discover 3-D lines from point features. Then, they are used to detect planar structures that forms
the final model. Ikehata et al. (2015) presented a novel 3D modeling framework that reconstructs
an indoor scene from panorama RGB-D images and structure grammar that represents the se-
mantic relation between different scene parts and the structure of the rooms. In the grammar, a
scene geometry is represented as a graph, where nodes correspond to structural elements such
as rooms, walls, and objects. However, these works focused on capturing mainly the geometric
layout of rooms without semantic representation. To enrich the semantics of reconstructed in-
door scenes, Zhang et al. (2013) proposed an approach to estimate both the layout of rooms as
well as the clutter (e.g., furniture) that compose the scene by using both appearance and depth
features from RGB-D Sensors. Briefly, image-based approaches can accurately reconstruct the
geometric model and even the objects in the scene, but they normally dismiss the estimation of
room types.

Trace-based indoor modeling. Trace-based solutions assume that users’ traces reflect ac-
cessible spaces, including unoccupied internal spaces, corridors, and halls. With enough traces,
they can infer the shape of rooms, corridors, and halls. For instance, Youssef (2015); Gao et al.
(2014); Jiang et al. (2013) used volunteers’ motion traces and the location of landmarks derived
from inertial sensor data or Wi-Fi to determine the accurate shape of rooms and corridors. How-
ever, the edge of a room sometimes is blocked by furniture or other obstacles. Users’ traces could
not cover these places, leading to inaccurate detection of room shapes. To resolve this problem,
Chen et al. (2015) proposed a CrowdMap system that combines crowdsourced sensory and im-
ages to track volunteers. Based on images and estimated motion traces, it can create an accurate
floor plan. Recently, Gao et al. (2017) proposed a Knitter system that can fast construct the
indoor floor plan of a large building by a single random user’s one-hour data collection efforts.
The core part of the system is a map fusion framework. It combines the localization result from
images, the traces from inertial sensors, and the recognition of landmarks by using a dynamic
Bayesian network. Trace-based approaches can recognize partial semantic information, such as
corridors, stairs, and elevators, but without the definition of room types.

LIDAR point cloud-based indoor modeling. These methods achieve a higher geometric
accuracy of rooms than trace-based methods. For instance, Mura et al. (2014) proposed recon-
structing a clean architectural model for a complex indoor environment with a set of cluttered 3D
input scans. It is able to reconstruct a room graph and accurate polyhedral representation of each
room. Another work concerned mainly recovering semantically rich 3D models. For instance,
Xiong et al. (2013) proposed a method to automatically converting the raw 3D point data into
a semantically rich information model. The points are derived from a laser scanner located at
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multiple locations throughout a building. It mainly models the structural components of an in-
door environment, such as walls, floors, ceilings, windows, and doorways.Ambruş et al. (2017)
proposed an automatic approach to reconstructing a 2-D floor plan from raw point cloud data
using 3D point information. They can achieve accurate and robust detection of building struc-
tural elements (e.g., wall and opening) by using energy minimization. One of the novelties of
the approach is that it does not rely on viewpoint information and Manhattan frame assumption.
Nikoohemat et al. (2017) proposed using mobile laser scanners for data collection. It can detect
openings (e.g., windows and doors) in cluttered indoor environments by using occlusion reason-
ing and the trajectories from the mobile laser scanners. The outcomes show that using structured
learning methods for semantic classification is promising. Armeni et al. (2016) proposed a new
approach to semantic parsing of large-scale colored point clouds of an entire building using a
hierarchical approach: Parsing point clouds into semantic spaces and then parsing those spaces
into their structural (e.g., floor, walls, etc.) and building (e.g., furniture) elements. It can capture
rich semantic information that includes not only walls, floors, and rooms, but also the furniture
in the room, such as chairs, desks, and sofas. Qi et al. (2017) proposed a multilayer perceptron
(MLP) architecture named PointNet on point clouds for 3D classification and segmentation. It
extracts a global feature vector from a 3D point and processes each point using the extracted
feature vector and additional point level transformations. PointNet is a unified architecture that
directly takes point clouds as input and outputs either class labels for the entire input or per
point segment/part labels for each point of the input. Their method operates at the point level
and, thus, inherently provides a fine-grained segmentation and highly accurate semantic scene
understanding. Similar to the image-based approaches, they normally dismissed the estimation
of room types.

Rule-based indoor modeling. This group of approaches uses the structural rules or knowl-
edge of a certain building type to assist the reconstruction of maps. The rules can be gained
through manual definitions (Philipp et al. 2014; Yue et al. 2012; Becker et al. 2015; Hu et al.
2017) or machine learning techniques (Luperto and Amigoni 2016; Luperto et al. 2013; 2017;
Rosser et al. 2017). Yue et al. (2012) proposed using a shape grammar that represents the style
of Queen Anne House to reason the interior layout of residential houses with the help of a few
observations, such as footprints and the location of windows. The work in (Philipp et al. 2014)
used split grammars to describe the spatial structures of rooms. The grammar rules of one floor
can be learned automatically from reconstructed maps and then be used to derive the layout of
the other floors. In this way, fewer sensor data are needed to reconstruct the indoor map of a
building. However, the defined grammar consists of mainly splitting rules, producing geomet-
ric structure of rooms rather than rooms with semantic information. Similarly, Khoshelham and
Díaz-Vilariño (2014) used a shape grammar (Mitchell 1990) to reconstruct indoor maps that
contain walls, doors, and windows. The collected point clouds can be used to learn the param-
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eters of rules. Dehbi et al. (2017) proposed learning weighted attributed context-free grammar
rules for 3D building reconstruction. They used support vector machines to generate a weighted
context-free grammar and predict structured outputs such as parse trees. Then, based on a statis-
tical relational learning method using Markov logic networks, the parameters and constraints for
the grammar can be obtained. Rosser et al. (2017) proposed learning the dimension, orientation,
and occurrence of rooms from true floor plans of residential houses. Based on this, a Bayesian
network is built to estimate room dimensions and orientations, which achieves a promising re-
sult. Luperto et al. (2013) proposed a semantic mapping system that classifies rooms of indoor
environments considering typology of buildings where a robot is operating. More precisely,
they assume that a robot is moving in a building with a known typology, and the proposed sys-
tem employs classifiers specific for that typology to semantically label rooms (e.g., small room,
medium room, big room, corridor, and hall) identified from data acquired by laser range scan-
ners. Furthermore,Luperto et al. (2017) proposed using a statistical relational learning approach
for global reasoning on the whole structure of buildings (e.g., office and school buildings). They
assessed the potential of the proposed approach in three applications: Classification of rooms,
classification of buildings, and validation of simulated worlds. Liu and von Wichert (2014a)
proposed a novel approach for automatically extracting semantic information (e.g., rooms and
corridors) from more or less preprocessed sensor data. They propose to do this by means of
a probabilistic generative model and MCMC-based reasoning techniques. The novelty of the
approach is that they construct an abstracted semantic and top-down representation of the do-
main under consideration: A classical indoor environment consisting of several rooms, that
are connected by doorways. Similarly, Liu and von Wichert (2014b) proposed a generalizable
knowledge framework for data abstraction. Based on the framework, the robot can reconstruct
a semantic indoor model. Specifically, the framework is implemented by combining Markov
logic networks and data-driven MCMC sampling. Based on MLNs, we formulate task-specific
context knowledge as descriptive soft rules. Experiments on real world data and simulated data
confirm the usefulness of the proposed framework.

7.3 Formal representation of layout principles of research build-
ings

7.3.1 Definition of research buildings

Research buildings are the core buildings at universities, including laboratories (Watch 2002)
and office buildings. Specifically, laboratories refer to the academic laboratories of physical,
biological, chemical, and medical institutes. They have a strict requirement on the configuration
of labs. According to (Watch 2002), we categorize the enclosed rooms in research buildings into
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11 types: Labs, lab support spaces, offices, seminar/lecture rooms, computer rooms, libraries,
toilets, copy/print rooms, storage rooms, lounges, and kitchens. Labs refer to the standard labs
that normally follow the module design principle (Braun, Grömling 2005; Hain 2003) and are
continuously occupied throughout working days. Thus, they are located in naturally lit perimeter
areas. Lab support spaces consist of two parts. One is the specialist or non-standard laboratories,
which do not adopt standard modules and are generally not continuously occupied. Therefore,
they may be planned in internal areas. The other is ancillary spaces that support labs, such as
equipment rooms, instrument rooms, cold rooms, glassware storage, and chemical storage (Hain
2003).

This work focuses on the typical research building, which refers to those research buildings
whose layouts are corridor based. Figure 7.1 shows the three types of layouts of typical research
buildings based on the layout of corridors: Single-loaded, double-loaded, and triple-loaded
(Braun, Grömling 2005). Most research buildings are the variations of them.

Figure 7.1. Three typical plans of research buildings.

7.3.2 Hierarchical semantic division of research buildings

We use a UML class diagram to represent the hierarchical semantic division of research build-
ings, as shown in Figure 7.2. Note that all the defined objects in the diagram are based on one
floor of a building. We ignore the multi-level objects that cross multiple floors (e.g., atrium).
A building consists of one or more building units that are adjacent or connected through over-
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passes. Each building unit has a core function, including lab-centered (e.g., laboratories), office-
centered (e.g., office buildings), and academic-centered (e.g., lectures and libraries). Physically,
a building unit contains freely accessible spaces (e.g., corridors and halls) and enclosed areas.
Enclosed areas can be categorized into two types according to the physical location: The perime-
ter area on external walls and the central dark zone for lab support spaces and ancillary spaces
(Braun, Grömling 2005). A central dark zone does not mean the area is dark without light but
refers to the area that is located in the center of a building and cannot readily receive natural
light. A perimeter area is divided into a primary zone and optional ancillary spaces at the two
ends of the primary zone. A primary zone has three variations: Lab zone, office zone, and
academic zone. A primary zone is further divided into single room types: Labs, offices, lab
support spaces, seminar rooms, and libraries.

Figure 7.2. Semantic division of research buildings.

We take an example in Figure 7.3 to explain the semantic division of research buildings.
Figure 7.3 (1) shows a building consists of two adjacent building units. In Figure 7.3 (2), the
left building unit is divided into three perimeter areas (1, 4, and 5), two central dark zones (2 and
3), one triple-loaded corridor, and one entrance hall. The right one is divided into one perimeter
area and one single-loaded corridor. In Figure 7.3 (3), perimeter areas 1, 4, 5, and 6 are divided
into a lab zone without ancillary spaces, an office zone without ancillary spaces, an office zone
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with ancillary spaces, and an academic zone without ancillary spaces, respectively. In Figure
7.3 (4), the lab zone is divided into single labs and lab support spaces. The two office zones
are divided into multiple offices. The ancillary spaces are divided into a computer room and
a seminar room. The academic zone is divided into two seminar rooms. The two central dark
zones are divided into multiple lab supported spaces and toilets.

Figure 7.3. An example of semantic division of research buildings. (1) two building units in a
floor; (2) corridors, halls, and enclosed zones in each building unit; (3) type of each zone; (4)

single room types in each zone.

7.3.3 Constrained attribute grammar

Equation 7.1 formulates a typical rule of constrained attribute grammars (Boulch et al. 2013;
Deransart and Jourdan 1990; Deransart et al. 1988). p denotes the probability of applying the
rule or generating the left-hand object with the right-hand objects. In this work, all the gener-
ated left-hand objects are assigned equal probability value of one except the generated objects
that corresponds to the 11 room types (such as lab, office, and toilet) whose probability is esti-
mated through the Bayesian inferring method given the geometric properties of primitive rooms.
Z represents the parental or superior objects that can be generated by merging the right-hand
objects denoted by Xk. xk and z denote the instance of an object. Constraints define the precon-
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ditions that should be satisfied before applying this rule. The attribute part defines the operations
that should be conducted on the attribute of the left-hand object.

p : Zz → X1x1, X2x2, ...Xkxk〈Constraints〉〈Attribute〉 (7.1)

To simplify the description of rules, we define a collection operation set. It is used to rep-
resent multiple objects in the same type. For instance, set(office,k) o defines a set of (k) office
objects, denoted by o.

7.3.4 Predicates

A condition is a conjunction of predicates applied in rule variables xi, possibly via attributes.
Predicates primarily express geometric requirements but can generally represent any constraints
on the underlying objects. In this work, we define several predicates by referring to guidebooks
about the design principles of research buildings (Braun, Grömling 2005; Hain 2003; Klonk
2016; Watch 2002).

edgeAdj(a, b): Object a is adjacent to object b via a shared edge without inclusive relation-
ships between a and b.

inclusionAdj(a, b, d): Object a includes object b and they are connected through an internal
door d.

withExtDoor(a): Object a has an external door connected to corridors.
onExtWall(a): Object a is at the edge of external walls.
inCenter(a): Most of the rooms in object a (zone) is not located at the external walls of

buildings.
conByIntDoor({a1, a2, ak} , {d1, d2, dm}): Multiple objects {a1, a2, ak} are connected through

internal doors.
isTripleLoaded(a): Building a owns a triple-loaded circulation system.
isDoubleLoaded(a): Building a owns a double-loaded circulation system.
formFullArea({a1, a2, ak}): Multiple objects form a complete area (e.g., a perimeter area

or central dark zone), including all the primitive rooms and internal doors. Figure 7.4 illustrates
the defined predicates.

7.3.5 Defined rules

We define 16 rules in total, which can be found in the Appendix B. Note that ‘|’ denotes the
OR operation. The objects in the rules correspond to the objects in Figure 7.2. Specifically,
Ancillary, Zone, Center, CZone, BUnit, and Building objects in the rules correspond to the An-
cillarySpace, PrimaryZone, DarkZones, PerimeterArea, BuildingUnit, and the Building object
in Figure 7.2, respectively. These rules are described as follows:
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Figure 7.4. Predicates used in this work.

B1: A room object can be assigned with one of the eight types. When applying this rule,
Bayesian inference methods are used to calculate the initial probability of belonging the room
to corresponding type.

B2: A Toilet object is generated by merging one to three room objects when they satisfy
the predicate conByIntDoor and only one of the room objects has an external door. Bayesian
inference techniques are used to calculate the mean initial probability of each room to a toilet.

B3: Toilet, Copy, Storage, Kitchen, Lounge, Computer, Lecture, and Library objects are
interpreted as Ancillary objects.

B4: A Library object is generated by merging a couple of room objects when they are con-
nected by internal doors. Bayesian inference methods are used to calculate the mean probability
of each room belonging to a library.

B5: A couple of lecture objects that are adjacent or connected by internal doors can be
interpreted as an academic Zone.

B6: A Library object is interpreted as an academic Zone.
B7: A Lab object is generated by merging a single room rland an optional internal room rw

included by rl when rl is on external walls. The Bayesian inference method is used to calculate
the initial probability of rl belonging to a lab.

B8: A LGroup object is generated by merging at least one Lab object and optional Support
objects when they are connected by internal doors.

B9: A lab Zone is generated by merging multiple adjacent LGroup objects.
B10: A room object rpwith an optional internal room rs contained by rp can be explained as

an Office object if rp has an external door. The Bayesian inference method is used to calculate
the initial probability of rp belonging to an office.

B11: An office Zone can be generated by merging multiple Office objects if they are adjacent
or connected through internal doors.

B12: A Center object can be generated by combining at most three Ancillary objects and
optional adjacent or connected Support objects if the generated object satisfies the predicate
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formFullArea. If no Support objects exist, the type of the generated Center object is assigned
ancillary otherwise support.

B13: A CZone object can be generated by combining at most three Ancillary objects and a
Zone object if the generated object satisfies the predicate formFullArea.

B14: An office-centered or academic-centered building unit can be generated by merging
at least one CZone object with the type of office, at most two Center objects with the type of
ancillary, and at most two CZone objects with the type of academic if the generated object
satisfies the predicate formFullArea.

B15: A lab-centered building unit can be generated by merging at least one CZone object
with the type of lab, at least one CZone object with the type of office, and optional CZone objects
with the type of academic if the generated object satisfies the predicate formFullArea. Note that
if the building unit has a triple-loaded circulation system (with central dark areas), there exists
at least one Center object with the type of support.

B16: A Building object can be generated by combining all the BUnit objects if they are
adjacent.

7.4 Algorithm of inferring room types

7.4.1 Workflow

Figure 7.5. Workflow of proposed algorithm.

The workflow of the proposed method is depicted in Figure 7.5. The input consist of mainly
three parts. The first is the training data, including multiple rooms with their four properties
(e.g., area, length, width, and room type). Based on the training data, we can extract the param-
eters of the Gaussian distribution for each room type. The second is the geometric map of the
test scene. The third is the grammar rules, which are first partitioned into layers. Then, they
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are applied from the lowest layer to the highest layer in primitives to build a parse forest. The
primitives are derived from the inputting geometric map, including enclosed rooms and internal
doors. The reason that we do not infer corridors, halls, and stairs is that it is easy to identify
them with point cloud and trace-based techniques (Mura et al. 2014; Becker et al. 2015). When
applying rules to assign rooms with certain types, the initial probability is calculated by using
the Bayesian inferring method based on the geometric properties of the rooms (i.e., area, length,
and width) that are extracted from the inputting geometric map. Finally, we can calculate the
probability of belonging a room to a certain type based on the parse forest. The one with the
highest probability is selected as the estimated type of the room.

7.4.2 Bayesian inference

Different room types vary in geometric properties, such as length, width, and area. For instance,
normally, the area of a seminar room is much larger than an office. We redefine the length and
width of a rectangular room that are located at an external wall (denoted by w) as: the width of
the room equals the edge that is parallel with w, while the length of the room corresponds the
other edge. For the rooms not located at external walls or located at multiple walls, the width
and length follow their original definitions.

Given the geometric properties of a room, we can calculate the initial probability of belong-
ing the room to a certain type by using the Bayesian probability theory, which will be invoked in
the bottom-up approach when applying rules 1, 2, 4, 7, and 10. The estimated initial probability
represents the probability of generating corresponding superior objects (room type) by applying
rules 1, 2, 4, 7, and 10, which is attached to the generated objects. We use vector x = (w, l, a)

to denote the geometric properties of a room, where w, x, and a denote the width, length, and
area, respectively. We use t to denote the type of rooms. Thus, the probability can be estimated
by Equation 7.2.

p(t | x) = p(x | t)p(t)
p(x)

(7.2)

In the equation, p(t) represents the prior probability, which is approximated as the relative
frequency of occurrence of each room type. p(x) is obtained by integrating (or summing)
p(x | t)p(t) over all t, and plays the role of an ignorable normalizing constant. refers to the
likelihood function. It assesses the probability of the geometric properties of a room arising
from the room types. To calculate the likelihood, we assume that the variables w , l and a fol-
low the normal distribution. The likelihood function is then written in the following notation:

p(x | t) =
exp(−1

2
(x− ut)

T
∑−1

t (x− ut))√
(2π)k

(7.3)

In the equation, ut is a 3-vector, denoting the mean value of the geometric properties of rooms
in type t.

∑
t is the symmetric covariance matrix of the geometric properties of rooms in type
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t. Given a room with geometric properties x = (w, l, a), we can first calculate the probabilities
of belonging the room to one of the 11 types, denoted by p̂i, 1 < i < 11. Then, the low-ranking
candidate types are deleted and the Top T room types are kept. Their probabilities are then
normalized. In this work, T is set to 5.

7.4.3 Compute parse forest

A parse tree corresponds to a semantic interpretation of one floor of a building. The proposed
approach produces multiple interpretations that are represented by a forest. In this work, we use
a bottom-up approach to construct the parse forest. Specifically, we continuously apply rules to
merge the inferior objects into the superior objects of the rules if the inferior objects satisfy the
preconditions of the rules. This process will terminate until no rules can be applied anymore.
The inferior objects refer to the objects at the right-hand side of a rule and the superior objects
refer to the objects at the left-hand side of a rule.

7.4.3.1 Partition Grammar Rules into Layers

To improve the efficiency of searching proper rules during the merging procedure, we first par-
tition the rules into multiple layers. The rules at the lower layers are applied ahead of the rules
at the upper layers.

Certain rules have more than one right-hand object, such as rule r̄ : Zz → Xx, Y y. These
rules can be applied only if all of their right-hand objects have been generated. That is, a rule
denoted by ŕ with X and Y as the left-hand object should be applied ahead of rule r̄. Then,
we define that rule r̄ dependents on rule ŕ . The dependency among the entire rules can be
represented with a directed acyclic graph, in which a node denotes a rule and an edge with an
arrow denotes the dependency. Based on the dependency graph, we can partition grammar rules
into multiple layers. The rules at the lowest layer do not dependent on any rules. The process
of partitioning rules into multiple layers is described as follows:

(1) Build dependency graph. Traversal each rule and draw a direct edge from current rule to
the rules whose left-hand objects intersect the right-hand objects of this rule. If the right-hand
objects of a rule include only primitive objects (e.g., rooms and doors), it is treated as a free
rule.

(2) Delete free rules. Put the free rules at the lowest layer and then delete the free rules and
all the edges connecting them from the graph.

(3) Handle new free rules. Identify new free rules and put them at the next layer. Similarly,
delete the free rules and the corresponding edges. Repeat this step until no rules exist in the
graph.
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7.4.3.2 Apply Rules

After partitioning rules into layers, we then merge inferior objects into superior objects by ap-
plying rules from the lowest layer to the highest layer. During the procedure, if the generated
superior objects correspond to a certain room type, the Bayesian inference method that is de-
scribed in Section 7.4.2 is used to calculate the initial probability, which is assigned to the
generated object. Otherwise, a probability value of one is assigned to the generated object. The
process of computing a parse forest is as follows:

(1) Initialize an object list with the primitives and set the current layer as the first layer.
(2) Apply all the rules at the current layer to the objects in the list to generate superior objects.
(3) Fill the child list of the generated object with the inferior objects that form the generated

objects.
(4) Assign a probability value to newly generated objects. When applying rules 1, 2, 4, 7,

and 10, the probability is estimated through the Bayesian inference. Otherwise, we assign a
probability of one to the generated objects.

(5) Add the newly generated objects to the object list.
(6) Move to the next layer and repeat steps (2)–(6).
(7) Create a root node and add all the Building objects to its child list.
We take a simplified floor-plan (shown in Figure 7.6) as an example to illustrate the pro-

cedure of creating the parse forest by using the proposed bottom-up method. The floor plan
consists of three rooms, one internal and three external doors (denoted by solid red lines), and
a corridor (with a yellow background). Based on this floor plan, hundreds of parse trees can be
generated that form the parse forest. Here, we only choose three parse trees as examples. To
clearly illustrate the bottom-up approach, we divide the procedure of constructing a forest into
multiple sub procedures such that each procedure constructs a single tree. We denote the four
primitives including three rooms and an internal door by r1,r2,r3 , and d, respectively. In Figure
7.7 (a), the initial structure of a tree is the four primitives, playing the role of leaf nodes. In the
second step, r1,r2, and r3 are interpreted as three offices denoted by O1,O2, and O3, respectively
by applying rule B10. Next, O1,O2,O3, and d are merged into a Zone object, denoted by Zone1
by applying rule B11. Finally, a Building object can be created by applying rules B13, B14,
and B16 successively. Similarly, another two trees can be created as shown in Figure 7.7 (b),(c),
where Anc, T, and Sem, denote Ancillary, Toilet, and Lecture objects described in the rules,
respectively. Note that, in the three trees, the nodes with the same name (e.g., the node with
the name of O1 in the first and second trees) refer to the same node in the finally constructed
forest. By merging the same nodes in these trees, we can obtain an initial forest (the left forest
in Figure 7.8), where each node points to its children that form the node.

The leaf nodes of a parse forest are primitives, including enclosed rooms and internal doors.
The root node of the forest links to multiple Building nodes. Starting from a Building node,
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Figure 7.6. A simplified floor plan with three rooms.

we can traversal its child list until the leaf nodes to find a parse tree. During the creation of
the parse forest, immature or incomplete trees might be created if the semantic interpretation of
these trees violate the defined rules. Thus, they are pruned from the forest. In this way, incorrect
semantic interpretation (type) of the rooms can be removed. An incomplete tree refers to the
tree whose root node is a Building node, but leaf nodes include only partial primitives. For
example, the third tree in Figure 7.7 is an incomplete tree since its leaf nodes miss the internal
door d. This can be explained by the fact that connecting an office and a toilet with internal
doors rarely happens. Thus, this tree is pruned from the forest, as shown in Figure 7.8. The
other two trees are valid parse trees.

The pseudocode of the algorithm that calculates the parse forest is described as follows:
Procedure initializeObjects(G) initials the object list with primitive objects (e.g., rooms and

Algorithm 5 Parse Forest Computation
1: procedure ComputeParsingForest((Ri)1≤i≤h, G). R denotes the partitioned rules with

h layers; G denotes all the primitives
2: O ← initializeObjects(G) . initialize object list with G

3: for i = 1 : h do
4: for each rule r̄ ∈ Ri do
5: O ← applyRule(r̄, O)

6: F.Child_list← null

7: for each object ō ∈ O do
8: if the type of ō is a Building then
9: F.Child_list← F.Child_list ∪ {ō}

10: return F

internal doors), which are treated as the leaf nodes of a parse forest. Procedure applyRule(r̄, O)

searches the objects in O that satisfy the preconditions of rule r̄. Then, they are merged to form
superior objects that are at the left-hand side of rule r̄. The probability of generating the superior
object or applying the rule is estimated through the Bayesian inference method or is set to one.
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(a)

(b)

(c)

Figure 7.7. Procedure of creating parse forest by using bottom-up methods. (a) procedure of
constructing first parse tree (b) procedure of constructing second parse tree (c) procedure of

constructing third parse tree.

7.4.4 Calculating probability

Given a pruned forest with t parse trees, we can traversal each tree starting from a Building
node until their leaf nodes (e.g., primitive rooms). For a primitive room r in the parse forest,
the probability value attached to its parental object (a certain room type) in a tree is denoted
by p̄i, 1≤i≤t and the probability value attached to its parental object (a certain room type) that
matches its true type are denoted by p̃k,1≤k≤m, where m denotes the number of trees where
room s is correctly assigned the type. The probability of roomr belonging to its true type thus
equals

∑m
k=1 p̃k/

∑t
i=1 p̄k. Assume that the true type of r1,r2, and r3 in Figure 7.6 are office (O),

office (O), and lecture (Sem), respectively, and the forest in the right side of Figure 7.8 is the
estimated forest. We denote the assigned probability value to nodes O1,O2,O3, and Sem1 by p̈1,
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Figure 7.8. Pruning incomplete trees from parse forest.

p̈2, p̈3, and p̈4, respectively, which are estimated through the Bayesian inference method. Thus,
the probability of room r1, r2, and r3 belonging to their true types equal (p̈1 + p̈1)/(p̈1 + p̈1),
(p̈2 + p̈2)/(p̈2 + p̈2), and p̈4/(p̈4 + p̈4), respectively. Similarly, we can calculate the probability
of belonging r1,r2, and r3 to the other room types (apart from the true type). Finally, for a room,
the candidate type with the highest probability is selected as the estimated type of the room.

7.5 Experiments

7.5.1 Training data

We collect 2304 rooms from our campuses. A 2304-by-4 matrix D is used to describe the
training data. Each row of the matrix corresponds to a room, representing its four properties:
Room type, area, length, and width. From the matrix, we can extract the relative frequency of
occurrence of each room type, as shown in Figure 7.9. Further, for each room type, we can
calculate the covariance matrix (3-by-3) and mean vector of the area, width, and length.

7.5.2 Testbeds

We choose 15 buildings distributed in two campuses of Heidelberg University as the test bed, as
shown in Figure 7.10. The footprints of these buildings include external passages, foyers, and
external vertical passages; therefore, some are non-rectilinear polygons. We manually extract
15 rectilinear floors from these buildings by deleting the external parts, as shown in Figure 7.11.
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Figure 7.9. Proportion of different room types in training rooms.

Figure 7.10. Distribution of test buildings.

Table 7.1 shows the number of lab-centered, office-centered, and academic-centered building
units in each floor plan.

We extract the geometric map from a scanned floor-plan by manually tagging the footprint
of the building, the shape of rooms and corridors, and the location of both internal and external
doors. All the lines are represented in pixels coordinates. In this procedure, we ignore the
furniture in rooms. Then, based on the given area of a room that is tagged on the scanned
map, we can convert the pixel coordinate of lines to a local geographic coordinate. Finally,
the geometric size of rooms, corridors, and doors, as well as the topology relationship can be
obtained. In this work, we assume that these spatial entities are already known since it is easy
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Table 7.1. The number of different types of building units in each floor plan.

Floor Plan Lab-Centered Office-Centered Academic-Centered

(a) 1 0 1

(b) 1 1 0

(c) 0 0 2

(d) 1 0 0

(e) 1 0 0

(f) 1 0 0

(g) 1 0 0

(h) 0 1 0

(i) 0 1 2

(j) 0 1 1

(k) 0 1 0

(l) 0 1 1

(m) 1 0 0

(n) 0 1 0

(o) 0 2 0

to detect them by current indoor mapping solutions (Nikoohemat et al. 2017; Gao et al. 2017;
Jiang et al. 2013). Single rooms and internal doors are treated as the primitives. Internal doors
refer to the doors connecting two rooms while external doors refer to the doors connecting a
room and corridors. Doors are denoted by blank segments at the edge of rooms. Moreover,
we delete a couple of spaces from the testbed since they are insignificant or easily detected by
measurement-based approaches, such as electricity room and staircases. There are 408 rooms
in total with each having a label, representing its type. Labels O, L, S, Sem, Lib, T, PC, Sto,
C, K, and B denote offices, labs, lab support rooms, seminar rooms, libraries, toilets, computer
rooms, storage rooms, kitchens, and lounges (break rooms), respectively. Note that the created
grammars cover the room unit that consists of multiple sub-spaces (rooms) connected by internal
doors. In this work, each sub-space is assigned to a certain type. In the test floor-plans, there
are many room units, such as the one that consists of multiple labs connected by internal doors
in floor-plan (a), the one that consists of multiple support spaces connected by internal doors in
floor-plan (e), the one that consists of multiple labs and lab support spaces connected by internal
doors in floor-plan (g), and the one that consists of multiple seminar rooms in floor-plan (i).
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7.5.3 Experimental results

As far as we know, currently, no works in indoor mapping (such as image- or Lidar-based ap-
proaches) have explicitly detected the room type in research buildings. Therefore, we only
demonstrate the room tagging result of our proposed approach without comparing the results
with other approaches. For a test floor plan, the identification accuracy denotes the proportion
of the rooms whose type are corrected predicted among all the rooms in the floor plan. The av-
erage identification accuracy in 15 test floor plans reaches 84% by using our proposed method,
as shown in Table 7.2. We use a green background and a red background to denote the room
whose type is correctly and incorrectly identified, respectively, as shown in Figure 7.11.

The high accuracy is achieved by fusing two kinds of characteristics of room types. The
first is the spatial distribution characteristics and topological relationship among different room
types, which are represented by grammar rules. We use only the grammars (geometry prob-
ability is set to 1) to calculate the probability of assigning rooms to a certain type, achieving
an accuracy at around 0.3. The second is the distinguishable frequency and geometries proper-
ties (e.g., area, width, and length) of different room types. We use only the Bayesian inference
method to estimate the room types of 408 testing rooms based on their geometric properties,
achieving an accuracy of 0.38. Meanwhile, we use the random forest algorithm to train a model
based on the geometric properties of 2300 rooms. Then, we calculate the probability of assign-
ing each room in the test set (408 rooms) to a certain type given its geometric property, achieving
an accuracy of 0.45, which is higher than that of Bayesian inference method. Furthermore, we
replace the Bayesian inference method with the random forest method in the proposed solution.
The result shows that there is no obvious improvement in the final accuracy.

We must reckon that cases that violate our defined rules still exist. For instance, in floor plan
(b), a copy room is located between two office rooms, which is regarded as unreasonable ac-
cording to our rules. Moreover, during the creation of parse forest, our method first deletes low-
ranking candidate types for a room based on the initial probability calculated by the Bayesian
inference method. This can greatly speed up the creation of the parse forest but can also rule out
the right room type. For instance, in floor plan (k), a kitchen is incorrectly recognized because
the estimated initial probability shows this room could not be a kitchen. Floor plan (m) gets
a low identification accuracy. This is mainly because labs and offices have similar geometry
properties and spatial distribution and topological characteristics. It is difficult to distinguish
them.

The time used for calculating the parse forest and predicting the type of rooms based on the
parse forest in each floor plan can be seen from the third column of Table 7.2. For most of the
floor plans, it takes about 10s to build the parse forest and predict the type of room since we have
ruled out the low-ranking type for a room based on the geometric probability estimated through
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Bayesian inference at the beginning of construction of the forest. This avoids an exponential
growth of the number of parse trees. However, for floor-plan (g), it takes nearly 8 minutes. This
is because one of the zones contains 23 rooms in total, with 18 connected, which enormously
increases the number of possible combinations of room types.

Table 7.2. Identification accuracy of each floor plan.

Floor Plan Identification Accuracy Number of Rooms Time Consumption(s)

Floor plan (a) 0.82 39 8.05

Floor plan (b) 0.90 29 3.93

Floor plan (c) 0.80 10 2.40

Floor plan (d) 0.95 21 3.10

Floor plan (e) 1.00 43 27.02

Floor plan (f) 0.94 48 7.18

Floor plan (g) 0.97 32 459.00

Floor plan (h) 0.74 19 3.68

Floor plan (i) 0.86 22 4.14

Floor plan (j) 0.82 22 4.45

Floor plan (k) 0.74 27 2.62

Floor plan (l) 0.69 13 5.66

Floor plan (m) 0.38 34 13.12

Floor plan (n) 0.86 36 2.33

Floor plan (o) 1.00 13 2.09

Overall 0.84 408 548

The confusion matrix is shown in Figure 7.12, where the class labels 1 to 11 denote office,
lab, lab support space, seminar, computer room, library, toilet, lounge, storage room, kitchen,
and copy, respectively. The accuracy of identifying labs, offices, and lab support spaces is much
higher than other types because (1) they are much more common than other types and (2) the
defined rules are mainly derived from the guidebooks that focus on exploring the characteristics
of these three kinds of rooms and the relationships among them. Moreover, internal doors play a
vital role in identifying the type of rooms since only relevant types would be connected through
inner doors, such as two offices, a lab and a lab support space, and multiple functional spaces
in a toilet. For the ancillary spaces (i.e., lounge, storage room, kitchen, and copy room), the
frequency of their occurrence is low, and their dimensional and topological characteristics are
inapparent. Thus, the accuracy of identifying these ancillary spaces is much lower than that of
other room types.



7.5. Experiments 129

Figure 7.13 shows the constructed parse tree with the highest probability on floor-plan (d). r,
d, S, O, T, Sem, Anc, L, and LG denote the objects of room, door, Support, Office, Toilet, Lecture,
Ancillary, Lab, and LGroup in the rules, respectively. The text in the parentheses denotes the
specific type of the object. The final parse forest consists of multiple parse trees, from which
we can calculate the probability of assigning each room to a certain type. With the parse forest,
we can not only infer the type of rooms, but also the type of zones and building units, as well
as understand the whole scene since each parse tree represents a full semantic interpretation
of the building. For instance, if we choose the parse tree with the highest probability as the
estimated semantic interpretation of the scene, we can describe the scene as follows: Floor plan
(d) has one lab-centered building unit, which consists of four enclosed areas or zones with one
area mainly for offices, one area mainly for labs, and two areas mainly for lab support spaces
located at the center of the building unit. We also infer the type (lab-centered, office-centered,
and academic-centered) of building units based on the parse tree with the highest probability in
other test floor-plans. Finally, 21 among 23 building units are correctly recognized.
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(a) (b)

(c) (d)

(e) (f)

(g)
(h)

(i) (j)
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(k) (l)

(m) (n)

(o)

Figure 7.11. Floor plans (a–o) used for test.
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Figure 7.12. Confusion matrix of classification result.

Figure 7.13. Parse tree with highest probability for floor-plan.
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7.6 Discussions

Grammar learning: In this work, grammar rules are defined manually based on guidebooks
about research buildings and our prior knowledge. This would produce two problems. One is
that manual definition is a time-consuming task and requires a high level of expert knowledge.
The other is that the deficiency of some significant rules and the constraints represented in the
defined rules both lead to the reduction of the applicability and the accuracy of the proposed
method since there exist always the cases that violate our defined rules and constraints. To over-
come the two drawbacks, we plan to use grammatical inference techniques (De la Higuera 2010;
D’Ulizia et al. 2011) to automatically learn a probabilistic grammar based on abundant training
data in the future. Assigning each rule with a probability can better approximate the ground
true since the frequency of occurrence of different rules in the real world varies. For instance,
multiple CZone objects can be merged into a lab-centered building or an academic-centered
building. In this work, we assume that the probability of producing a lab-centered building and
an academic-centered building is equal. However, the former appears much more frequently
than the latter in the real world. Thus, the former should have earned a higher probability. We
may argue that learning a reliable grammar for a certain building type is meaningful consider-
ing its great advantage in representation, which can benefit many application domains, such as
reconstruction, semantic inference, computer-aided building design, and understanding a map
by computers.

Deep learning: We may argue that the current advanced technology of deep learning can
work for semantic labeling (specifically, room type) as in (Russakovsky et al. 2015) if abundant
images of each type of rooms are collected. However, these deep learning models are restricted
in their capacity to reason, for example, to explain why the room should be an office or to further
understand the map. Conversely, although grammar-based methods require users’ intervention
to create rules, they have the advantages of interpreting and representing. Therefore, they have
a wide range of applications in GIS and building sectors. First, the grammars we create can not
only be used to infer the semantics of rooms but also explain why a room is an office instead of
a toilet. Second, the grammars can be used to formally represent a map and help computers to
read or understand the map. Last but not least, grammars can benefit computer-aided building
design (Müller et al. 2006).

7.7 Conclusions

This work investigates the feasibility of using grammars to infer the room type based on geomet-
ric maps. We take research buildings as example and create a set of grammar rules to represent
the layout of research buildings. Then, we choose 15 floorplans and test the proposed approach.
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Results show it achieves an accuracy of 84% for 408 rooms. Although the grammar rules we
create cannot cover all the research buildings in the world, we still believe the finding of this
work is meaningful. It, to a certain extent, proves that grammar can benefit indoor mapping
approaches in semantic enrichment. Furthermore, based on the constructed parse trees, we can
not only infer the semantics of rooms, but also the type of zones and building units, as well as
describe the whole scene.

Several tasks are scheduled for future works. First, we plan to mine useful knowledge from
a university’s website to enhance the identification of room types, such as the number of offices,
the number of people in an office, and the number of conference rooms. This is because the
information about researchers’ offices and academic reports are accessible to everyone through
a university’s website. Based on the information, we can further prune parse forests to improve
the identification accuracy. Second, a fully automatic solution will be proposed to learn the
grammar rules from training data, based on which we can automatically build a more accurate
and semantically richer map in a faster way with the help of fewer sensor measurements than
the conventional measurement-based reconstruction approaches.
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Abstract

Semantically-rich maps are the foundation of indoor location-based services. Many map providers
such as OpenStreetMap and automatic mapping solutions focus on the representation and detec-
tion of geometric information (e.g., shape of room) and a few semantics (e.g., stairs and furni-
ture) but neglect room usage. To mitigate the issue, this work proposes a general room tagging
method for public buildings, which can benefit both existing map providers and automatic map-
ping solutions by inferring the missing room usage based on indoor geometric maps. Two kinds
of statistical learning-based room tagging methods are adopted: traditional machine learning
(e.g., random forest) and deep learning, specifically Relational Graph Convolutional Network
(R-GCN), based on the geometric properties (e.g., area), topological relationships (e.g., adjacent
and inclusion), and spatial distribution characteristics of rooms. In the machine learning-based
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approach, a bi-directional beam search strategy is proposed to deal with the issue that the tag of
a room depends on the tag of its neighbors in an undirected room sequence. In R-GCN-based
approach, useful properties of neighboring nodes (rooms) in the graph is automatically gath-
ered to classify the nodes. Research buildings are taken as examples to evaluate the proposed
approaches based on 130 floor plans with 3330 rooms by using five-fold cross validation. The
conducted experiments show that the random forest-based approach achieves a higher tagging
accuracy (0.85) than R-GCN (0.79).

Keywords: Indoor mapping; Room usage tagging; Semantic inference; Random forest;
Relational Graph Convolutional Network;

8.1 Introduction

Nowadays, indoor mobile applications are becoming popular, such as way-finding, location-
based recommendation, and ambient assisted living and health applications (Huang and Gartner
2009; Kattenbeck 2015; Yassin et al. 2016). People use them because they spend most of their
time indoors, such as offices, universities, and shopping malls. Semantically-rich indoor maps
that contain the usage of rooms (e.g., office, restaurant, or book shop) are an indispensable
part of indoor location-based services (Elhamshary and Youssef 2015). Existing indoor models
such as building information modeling (BIM), industry foundation classes (IFC), and computer-
aided design and drafting (CAD), and GIS systems (e.g., ArcGIS and Google Maps) provide
rich semantic information, including doors, walls, corridors, staircases, and the usage of rooms.
However, currently, only a small fraction of millions of indoor environments are mapped (Gao
et al. 2014); let alone the usage of rooms.

There are two main solutions to collecting indoor maps. The first is manually surveying
and uploading the maps by companies or volunteers, named manual mapping, such as OSM
and MazeMap. Thousands of indoor maps of public buildings (e.g., hospitals and research
buildings at universities) in Europe have been published on MazeMap. On OSM, tons of indoor
spatial entities in public buildings have been tagged by volunteers, such as shopping malls,
office buildings, and airports. However, the room usage (type) is normally missing on these
maps. Figure 8.1 shows the indoor map of two public buildings without usage of rooms on
MazeMap and OSM, respectively. The second is automatic mapping, i.e., reconstructing the
indoor map from sensor measurements, such as LIDAR point cloud (Armeni et al. 2016; Qi et al.
2017; Xiong et al. 2013), image (Ambruş et al. 2017; de las Heras et al. 2015; Furukawa et al.
2009), and volunteers’ trace (Alzantot and Youssef 2012; Gao et al. 2014), and by digitalizing
scanned maps (de las Heras et al. 2015; Dodge et al. 2017; Dosch et al. 2000). These automatic
solutions mainly focus on the detection of geometries with limited semantic information (e.g.,
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doors, corridors, stairs, and furniture). They are incapable of detecting the room usage (e.g., for
digitization-based and traces-based solutions) or ignore this issue (e.g., for image or point cloud-
based solutions). Although point cloud-based and image-based solutions are able to identify
the room usage based on deep-learning techniques given enough annotated data, they fail to
overcome the challenge faced in the manual solution, providing room usage information based
on the published geometric maps. To solve the issues. Elhamshary and Youssef (2015)used
check-in information to automatically identify the semantic labels of indoor venues in malls,
i.e. business names (e.g., Starbucks) or categories (e.g., restaurant). However, the check-in
information is only available in popular indoor venues. Most of the indoor venues do not have
check-in information. Hu et al. (2019) proposed inferring the room usage of research buildings
at universities by using grammars and Bayesian inference based on geometric maps. However,
the defined grammar rules can only cover partial research buildings, which cannot be applied in
other styles of research buildings.

To resolve the described gap, we propose a more general solution, using traditional ma-
chine learning (e.g., random forest (Breiman 2001)) and deep learning (i.e., Relational Graph
Convolutional Network (Schlichtkrull et al. 2018)) algorithms to infer the usage of rooms in
public buildings based on the geometric maps, which can benefit both the manual and auto-
matic mapping solutions. The input of the proposed method (specifically geometric maps) can
be obtained from existing map providers such as OSM or from automatic mapping solutions. In
machine learning-based approaches, a bi-directional beam search strategy is proposed to deal
with the issue that the tag of a room depends on the tag of its neighbors in an undirected room
sequence. In R-GCN-based approach, useful properties of neighboring nodes (rooms) in the
graph is automatically gathered to classify the nodes. The idea of the work is inspired by the
following intuitions: (1) there exists a close correlation between the geometry and semantics of
indoor spaces. Specifically, different space types (semantics) vary in geometric properties. For
instance, in office buildings, a seminar room is normally much larger than a private office; (2)
there exists a close correlation between the topology and semantics. That is, certain topological
relations normally exist among certain space types. For instance, in research buildings, a lab is
often adjacent to another lab, connected by internal doors. However, it rarely happens that a lab
is adjacent to a toilet, connected by internal doors; (3) there exists a close correlation between
the spatial distribution features and semantics. The spatial distribution of certain spaces follows
certain principles. For instance, the checkout area is located in the front of supermarkets, while
the storage room is generally located in the back.

The main contribution of the work consists of two parts:

(1) Proposing two general statistical-learning based room usage tagging approaches, which
can be applied in multiple types of public buildings, such as hospitals, office buildings, and
research buildings.
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(a)

(b)

Figure 8.1. Indoor maps of public buildings published online without room usage.(a)indoor
map of a building at universities on MazeMap. (b)indoor map of a building at universities on

OSM.

(2) Proving the existence of the correlation among the three spatial elements: geometry,
topology, and semantics; the proposed approach can be further extended to enrich other spatial
elements, such as geometry and topology given the semantics of spatial elements.

The remainder of this paper is structured as follows: In Section 8.2, we present a relevant
literature review. In Section 8.3, we present the workflow of the proposed methods and give
the details of each step. In Section 8.4, we evaluate our approaches using 130 floor plans and
discuss some issues in Section 8.5. We conclude the paper in Section 8.6.

8.2 Related work

Digitalization-based indoor mapping. The classical approach of parsing the scanned map or
the image of floor plans consists of two stages: primitive detection and semantics recognition
(Dosch et al. 2000; Gimenez et al. 2016; Macé et al. 2010). Dosch et al. (2000) proposed
an approach to tiling high-resolution images and to segmenting the pixels of thin and thick
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lines by morphological filtering after separating graphics and texts in the images. Then, the
segmented pixels are vectorized into segments by skeletonization. Ahmed et al. (2011) proposed
a complete system for automated floor plan analysis. The approach consists of three main stages,
i.e., information segmentation, structural analysis, and semantics analysis. Its novelty lies in
the preprocessing methods, e.g., the differentiation between thick, medium, and thin lines and
the removal of components outside the convex hull of the outer walls, which can increase the
performance of the final system. In recent years, machine-learning techniques have been applied
to detect the semantic classes (e.g., room, doors, and walls). de las Heras et al. (2014; 2011;
2015) presented a segmentation-based approach that merges the vectorization and identification
of indoor elements into one procedure. Specifically, it first tiles the image of floor plans into
small patches. Then, specific feature descriptors are extracted to represent each patch in the
feature space. Based on the extracted features, classifiers such as SVM can be trained and then
used to predict the class of each patch. As the rapid development of deep learning in computer
vision, deep neural networks have also been applied in parsing the image of floor plans. For
instance, Dodge et al. (2017) adopted the segmentation-based approach and Fully Convolutional
Network (FCN) to segment the pixels of walls. The approach achieves a high identification
accuracy without adjusting parameters for different styles. Overall, the Digitalization-based
approach is useful considering the existence of substantial scanned floor plans. However, it is
incapable of identifying the type of rooms if the image contains no text information that indicates
the type of rooms.

Measurement-based indoor mapping. According to the type of used measurements, this
group of techniques can be further divided into image-based, trace-based, and point cloud-
based. Image-based techniques are cost-effective solutions, requiring mainly cameras. Sankar
and Seitz (2012) proposed modeling indoor scenes including offices and houses by using cam-
eras and inertial sensors from smartphones. That allows users to create an accurate 2D and
3D model based on simple interactive photogrammetric modeling. However, it is still a semi-
automatic mapping solution and provides only simple semantics, such as rooms. Ikehata et al.
(2015) presented a novel 3D modeling framework that reconstructs an indoor scene from panorama
RGB-D images and structure grammar that represents the semantic relation between different
scene parts and the structure of the rooms. However, these works focused on capturing mainly
the geometric layout of rooms without semantic representation. To enrich the semantics of re-
constructed indoor scenes, Zhang et al. (2013) proposed an approach to estimating both the
layout of rooms as well as the clutter (e.g., furniture) that compose the scene by using both
appearance and depth features from RGB-D Sensors. Point cloud-based approach can achieves
the highest geometric accuracy. Xiong et al. (2013) proposed a method to automatically con-
verting the raw 3D point data into a semantically rich information model. It mainly models the
structural components of an indoor environment, such as walls, floors, ceilings, windows, and
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doorways. Armeni et al. (2016) proposed a new approach to semantic parsing of large-scale
colored point clouds of an entire building using a hierarchical approach: parsing point clouds
into semantic spaces and then parsing those spaces into their structural (e.g. floor, walls, etc.)
and building (e.g. furniture) elements. It can capture rich semantic information that includes
not only walls, floors, and rooms, but also the furniture in the room, such as chairs, desks, and
sofas. Qi et al. (2017) proposed a Multilayer Perceptron (MLP) architecture named PointNet on
point clouds for 3D classification and segmentation. PointNet is a unified architecture that di-
rectly takes point clouds as input and outputs either class labels for the entire input or per point
segment/part labels for each point of the input. Their method operates at the point level and
thus inherently provides a fine-grained segmentation and high-accurate semantic scene under-
standing. Traces-based solutions assume that users’ traces reflect accessible spaces, including
unoccupied internal spaces, corridors, and halls. With enough traces, they can infer the outline
of rooms, corridors, and halls. For instance, Alzantot and Youssef (2012); Gao et al. (2014);
Jiang et al. (2013) use volunteers’ motion traces and the location of landmarks derived from in-
ertial sensor data or Wi-Fi to determine the geometry of rooms and corridors. The disadvantage
of these methods is that the furniture or other obstacles often block the edge of a room. Thus,
users’ traces could not cover these places, leading to inaccurate detection of room shapes. To
resolve this problem, Chen et al. (2015) proposed a CrowdMap system that combines crowd-
sourced sensory and images to track volunteers. Based on images and estimated motion traces,
it can then create an accurate floor plan. Gao et al. (2017) proposed a Knitter system that can fast
construct the indoor map by a single random user’s one-hour data collection efforts. The core
part of the system is a map fusion framework. It combines the localization result from images,
the traces from inertial sensors and the recognition of landmarks by using a dynamic Bayesian
network. In a nutshell, measurements-based approaches focus mainly on the reconstruction of
geometric maps with semantics, such as doors, rooms, windows, walls, ceilings, chairs, and
tables, but not the usage of rooms.

Rule or machine learning-based indoor mapping. This group of approaches uses the
structural rules or features in a certain building type to assist the reconstruction of maps. Such
rules or features can be gained through manual definitions (Becker et al. 2015; Hu et al. 2017;
Yue et al. 2011) or machine learning techniques (Rosser et al. 2017). Yue et al. (2011) pro-
posed using a shape grammar (Mitchell 1990) that represents the style of Queen Anne House
to reason the interior layout of residential houses with the help of a few observations, such as
footprints and the location of windows. Peter et al. (2013) reconstruct a coarse building model
from an evacuation plan and refine it using inertial measurement unit data and a grammar to
constrain particular representations. Philipp et al. (2014) used split grammars to describe the
spatial structures of rooms. The grammar rules of one floor can be learned automatically from
reconstructed maps and then be used to derive the layout of the other floors. Similarly, Khoshel-
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ham and Díaz-Vilariño (2014) used a shape grammar to reconstruct indoor maps that contain
walls, doors, and windows. The collected point clouds can be used to learn the parameters
of rules. Rosser et al. (2017) proposed learning the dimension, orientation, and occurrence of
rooms from true floor plans of residential houses. Based on this, a Bayesian network is built to
estimate room dimensions and orientations. The above-mentioned approaches normally ignore
the reconstruction of room usage. To mitigate this, Aydemir et al. (2012) fused heterogeneous
and uncertain information such as object observations, shape, size, appearance of rooms and
human input for semantic mapping. Specifically, a probabilistic graphical model was used to
represent the conceptual information and perform spatial reasoning, such as room categories
and the structure of unexplored space. Pronobis and Jensfelt (2012) used a graph to represent
the indoor environment, where rooms are regarded as the nodes of the graph. Graph-based rea-
soning approach was then adopted to infer the semantics of rooms according to their context
information. Luperto et al. (2013) proposed a semantic mapping system that classifies rooms of
indoor environments considering typology of buildings where a robot is operating. More pre-
cisely, they assume that a robot is moving in a building with a known typology, and the proposed
system employs classifiers specific for that typology to semantically label rooms (small room,
medium room, big room, corridor, hall.) identified from data acquired by laser range scanners
Luperto et al. (2017) proposed using a statistical relational learning approach for global reason-
ing on the whole structure of buildings (e.g., office and school buildings). They assessed the
potential of the proposed approach in three applications: classification of rooms, classification
of buildings, and validation of simulated worlds. Furthermore, Luperto and Amigoni (2019)
adopted a generative model to represent the topological structures and the semantic labeling
schemes of buildings and to generate plausible hypotheses for unvisited portions of these en-
vironments. Specifically, the buildings are represented as undirected graphs, whose nodes are
rooms and edges are physical connections between them. Dehbi et al. (2018) addressed the
automatic learning of a classifier which predicts the functional use of housing rooms based on
features which are widely available such as room areas and orientation. It achieved a promising
result but the layout and functional use of residential house are different with public buildings,
such as research buildings and hospitals. Hu et al. (2019) proposed inferring the room usage
of research buildings at universities by using grammars and Bayesian inference based on geo-
metric maps. The approach was evaluated based on 15 maps with 408 rooms and a promising
tagging accuracy at 0.84 is achieved. However, the defined grammar rules can only cover partial
research buildings, which cannot be applied in other styles of research buildings. Rule or ma-
chine learning-based indoor mapping solutions take the most advantages of the intrinsic rules or
features of certain building types, which can reduce the dependence on measurements or com-
plement measurements-based approaches. However, there is still a lack of general solutions for
room usage tagging.
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8.3 Methods

8.3.1 Machine learning-based room type tagging

Figure 8.2. Workflow of machine learning-based method.

The workflow of the machine learning-based method is shown in Figure 8.2. It consists of
two stages: training and tagging. During the training stage, the context containing the neighbors
of a room is first determined, based on which its feature representation can be generated. A
training sample is then generated by combining the feature representation and the usage of the
room. Note that, the number of samples is normally larger than the number of rooms since most
of the rooms have more than one contexts. The last step is to train a classification model (e.g.,
random forest) based on all the samples.

During the tagging stage, the tagging unit is a zone, which is formed by clustering the rooms
with corridors and the building footprint as the boundary of the clusters. For a zone in a test floor
plan, the longest linear sequence of rooms is first extracted based on the adjacency relationships
among the rooms in the zone. The next step is to extract the visit sequence of rooms based on the
longest linear sequence and the dependency relationship among rooms. Last, a bi-directional
beam search strategy is applied in the visit sequence to find the tag sequence with the highest
probability.
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8.3.1.1 Training stage

During the training stage, we first extract the context of each room. The reason for extracting
context is that the type of a room is correlated with its context, specifically, the type of its
neighbouring rooms. For instance, a lab is always surrounded by labs and lab support spaces.
Thus, for a lab, the probability of neighbouring labs and lab support spaces is much higher than
other room types. For a toilet, it is highly likely that its neighbouring room is still a toilet.

The context available when predicting the type of a room ri in a zone R = {r1, r2, ..., rn}
with types T = {t1, t2, ..., tn} is hi =

{
ri, r

i1,…, riL, rp, ti1,…, tiL, tp
}

. rij denotes the j-hop
neighbor of room ri(ri0) with 1 ≤ j ≤ L. ti1,…, tiL denotes the corresponding room types.
L denotes the maximum hop count of neighbors. Note that the neighbors here are defined
according to the connection and adjacency relationship. Thus, the sub-room that is included by
other rooms is not added into the neighbor list. Instead, the inclusion relationship is represented
in rp, which denotes the room that includes ri. tp denotes the type of rp. That is, if room a is
included by room b, room a is not in the context of room b. Inversely, room b is in the context
of room a.

s l l l l
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Figure 8.3. An example of a zone with annotated room usage with s, l, and o denoting lab
support space, lab, and office, respectively.

Figure 8.3 shows a zone with 10 rooms. Integers in blue denote the room number. Letters
s, l, and o represent lab support space, lab, and office, respectively. Red lines denote doors.
The yellow space represents corridors. When L equals 3, the contexts for room 1 are denoted

by h1 =

h1
1 : (r1, r2, r3, r5, l, s, l)

h2
1 : (r1, r2, r4, r5, l, o, l)

,which contains two contexts. The context for room 3

are denoted by h3 =


h1
3 : (r3, r5, r6, r8, l, l, l)

h2
3 : (r3, r2, r1, l, s)

h3
3 : (r3, r4, o)

, which contains three sub contexts. Room

6 is the parental room of room 7. Thus, the context of room 7 is h7 = {r7, r6, l}, which
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contains only one sub context. From each sub context, a sample can be produced. Thus,
for room 3, three training samples are generated. For room ri with one of the contexts as
hi =

{
ri, r

i1,…, riL, rp, ti1,…, tiL, tp
}

, the used features are listed in Table 8.1. We name
the features relying only on the room itself as intrinsic features and the features relying on other
rooms as extrinsic features. Thus, the last four features in Table 8.1 are extrinsic features and
the remaining features are intrinsic features.

Table 8.1. Features used in machine learning approach.

Features Type

area of room float

width of room float

length or room float

area of building float

length of building float

width of building float

withExtDoor(ri) category

inCenter(ri) category

extWallNum(ri) category

parentExist(ri) category

tp category

connection(ri, ri1); ti1 category

connection(ri1, ri2); ti2 category

A couple of functions are used to define the features in Table 8.1.
withExtDoor(a): If room a is connected to corridors through doors. In Figure 8.3, room 4

is not connected to corridors, while room 3 is connected to corridors.
extWallNum (a): the number of walls that room a is located at. In Figure 8.3, rooms 1, 2,

and 3 are located at two, one, and zero walls, respectively.
parentExist(a): If room a is included by another room. For instance, in Figure 8.3, room 6

contains room 7.
inCenter (a): If the zone that room a belongs to is at the center of a building. A zone is in

the center of a building only when the number of its rooms that are located at external walls is
smaller than the number of its rooms that are not located at external walls.

connection(a, b): rooms a and b are connected through at least one door. In Figure 8.3,
room 2 is connected to room 4 but disconnected to room 3.
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The categorical features are encoded as one-hot numeric arrays. The length of the array
equals the number of possible values of the categorical feature. For instance, tp refers to the
type of the parental room with eleven possible values. One of the values can be encoded as
‘00010000000’. Note that, the type of neighbouring rooms and the connection to neighbouring
rooms are combined as one feature. Thus, there are at most 2 ∗ m possible options, where
m denotes the number of candidate room types. For missing categorical features, such as the
missing parental room and the neighboring rooms, all the bits are encoded as zeros.

Two assumptions are made in defining the features. One is that the rooms are assumed to be
rectangles. The other is that building footprints are rectilinear polygons. The length and width
of a rectilinear building is the larger and smaller one in the sum of horizontal and vertical edges,
respectively. In our future work, automatic solutions, such as the generalization method will be
adopted to deal with the non-rectangular and non-rectilinear issues.

8.3.1.2 Online tagging: bi-directional beam search

The feature representation of a room is correlated with its context, specifically, the type of neigh-
bouring rooms, which however is unknown. To solve this problem, the beam search algorithm
is adopted, which predicts the tag of current room based on previously estimated tags of neigh-
boring rooms, to find an approximately optimal type sequence for a cluster of rooms within an
acceptable time bound. The probability model is defined as p̂(t|h), where t is the type of room
and h is the context of the room. The probability of a type sequence {t1,…, tn} given a zone
with room sequence {r1,…, rn} can be calculated by Equation 1:

p̂ ({t1,…, tn} | {r1,…, rn}) =
n∏

i=1

p̂ (ti|hi) (8.1)

The first step of the online-tagging algorithm is to extract two visit sequences from a graph-
structural or tree-structural zone, which is used as the input of the beam search algorithm. The
visit sequence should keep the dependency or topological relationship in the graph-structural
zone as much as possible. This step consists of six sub-steps.

(1) Extract the longest linear sequence. The longest linear (sub) sequence is extracted from
the zone to make sure that each room is only connected or adjacent to its direct preceding
and succeeding rooms. The sub-rooms that are included by other rooms are ignored at
this step.

(2) Initialize one visit sequence. Select one of the two end points (rooms) of the longest
linear sequence and initialize one visit sequence with the selected end point.

(3) Add neighboring rooms to the visit sequence. From the zone, select the rooms that are
directly adjacent or connected to the rooms in the visit sequence, which are then added to
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the visit sequence. Repeat this step in a breadth-first strategy until all the rooms (except
the sub-rooms) in the zone have been added into the visit sequence.

(4) Insert the sub-rooms into the visit sequence. The sub-rooms are inserted into the visit
sequence, directly following their parental rooms.

(5) Get the second visit sequence. In a similar way, the second visit sequence can be gen-
erated by initializing it with the second end point of the longest linear sequence and then
executing steps (3) and (4).

For example, one of the longest sequences of the zone in Figure 8.3 is {1, 2, 4, 5, 6, 8, 9, 10},
in which each room is only connected or adjacent to its directly preceding and succeeding rooms.
Then, based on it, the two visit sequences {1,2,4,3,5,6,7,8,9,10,11} and {10,11,9,8,6,7,5,4,3,2,1}
can be obtained. Based on the two visit sequences, the beam search algorithm is execute twice.
Thus, two room type sequences for a zone can be obtained, and the one with the highest proba-
bility is chosen as the tagging result. We name this strategy as bi-directional beam search. The
reason of using the bi-directional strategy is that the rooms in a zone can be searched from either
direction (assumed linear), which however, can produce distinct tagging results.

Let V = {r1,…, rn} be one of the visit sequences of a test zone, and let si,j be the j-
th highest probability tag sequence up to and including room ri. j ranges from 1 to N . N

represents the number of the best tagging sequences that are kept as candidates. The procedure
of beam search is to recursively calculate si,j when i increases from 1 to n. The detail of the
beam search algorithm are given in (Ratnaparkhi 1996). When calculating the probability of
belong ri to a certain type, the context of ri is extracted from previously tagged room sequence,
{r1,…, ri−1}. If multiple sub contexts for a room are extracted, the estimated probability values
based on all the contexts are multiplied and then raised to the power of the reciprocal of the
number of contexts as Equation 8.2. k denotes the number of sub contexts and p̂j denotes the
estimated probability based on the j-th sub context.

p̂ =

(
k∏

j=1

p̂j

) 1
k

(8.2)

We choose the floor plan in Figure 8.4 as an example to explain the process of online tagging.
Enclosed rectangles denote rooms. The other spaces are corridors. In each room, the integer
denotes the room number. The solid blue lines denote footprints, while solid red lines denote
internal doors. The rooms surrounded by solid green lines have no external doors.

The zones are automatically generated by clustering the rooms that are adjacent to or in-
cluded by at least one of the rooms in the zone without depending on the shape of corridors.
Five zones are extracted from the floor plan of Figure 8.4, comprising rooms with the number
ranging from 1 to 7, 8 to 15, 16 to 30, 31 to 42, and 43 to 57, respectively. We assume that the
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Figure 8.4. A floor plan with 57 unmarked rooms.

classification model has been trained. In the online-tagging stage, the tagging unit is a zone.
We take the first zone comprising rooms with the number ranging from 1 to 7 is as an example
to show how the rooms in a zone are tagged. This procedure is illustrated in Figure 8.5. First,
two visit sequences are extracted from the zone based on the aforementioned algorithm. They
are {2, 1, 3, 4, 5, 6, 7} and {7, 6, 5, 4, 3, 1, 2}. The element in the sequence denotes the room
number. Next, the beam search algorithm is conducted on each visit sequence to find the tag
sequence with the highest probability. In the first visit sequence, the start room is room 2, whose
context contains only itself without neighbors since the usage of its neighbors is currently un-
known. In this case, the features related to the usage of neighbours are assigned default values:
all the bits are assigned 0. Then, the complete feature representation of room 2 is obtained,
based on which, the probability of belonging it to each candidate type is calculated by using the
trained classification model. Let si be the top N (set to 2 in this example) highest probability tag
sequence for the visit sequence. Let pi be the probability estimation of each tag sequence in si.
We assume that the value of s1 and p1 are s1 = {s, t} and p1 = {0.4, 0.1},where s and t denote
the support space and toilet, respectively. Next, room 1 is visited. Now, the usage of room 2
is known. Thus, the context of room 1 contains itself and one neighbour: room 2. Based on
one of the tag sequences in s1, the feature representation of room 1 is generated, which contains
the usage of its neighbor:room 2. Then, the probability of belonging room 1 to each type is
estimated, which is multiplied with the probability estimation of the chosen tag sequence in s1.
Thus, we can obtain totally m*N tag sequences for room sequence {2, 1}, where m denotes the
number of room types. Similarly, Top N sequences is preserved in s2. The possible value of s2
could be {so, tt} with p2 = {0.2, 0.05} . And so on, s7 can be calculated. Top 1 tag sequence
in s7 is preserved. Then, the beam search is conducted on the second visit sequence to find
the second Top 1 tag sequence. The one among the two Top 1 tag sequences with the highest
probability is chosen as the output tag sequence. The other zones can be tagged in a similar
manner.
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Figure 8.5. Workflow of online tagging stage.

8.3.2 Deep learning-based room type tagging

Figure 8.6. Directed multi-relational graph of the zone in Figure 8.3.

In machine learning-based approaches, several extra data processing procedures are re-
quired, such as the visit sequence extraction and bi-directional beam search, in order to deal with
the issues that (1) the zone is a graph structure rather than a linear sequence (2) the tag of a room
depends on the tag of its neighbors, which however, is unknown. These procedures increase the
computational-complexity of the machine learning-based approach and might lead to the in-
complete representation of the topological features of a room in a graph structure. To address
these issues, we adopt a graph-based deep learning method, named Relational Graph Convolu-
tional Networks (R-GCNs) to classifying the nodes (rooms) by automatically collecting useful
information from neighbour nodes. It models each zone as a directed graph with multiple types
of links (relationships) between nodes (rooms). Figure 8.6 shows the directed multi-relational
graph of the zone in Figure 8.3. For simplicity, we rename the two relationships: adjacency
without connection and adjacency with connection as adjacency and connection, respectively.
Adjacency and connection are defined as bi-directional relationships, while inclusion is defined
as a unidirectional relationship.

R-GCN generalizes GCN (Kipf, Welling 2016) to handle different relations between nodes.
In GCN-based models, the most important part is how to effectively accumulate and encode
features from local, structured neighborhoods. R-GCN uses the following propagation model
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for calculating the forward-pass update of a node denoted by vi in a relational (directed and
labeled) multi-graph:

h
(l+1)
i = σ

∑
r∈R

∑
j∈Nr

i

1

ci,r
W (l)

r h
(l)
j +W

(l)
0 h

(l)
i

 (8.3)

where h
(l+1)
i ∈ Rd(i) is the hidden state of node vi in the l-th layer of the neural network,

with d(i) being the dimensionality of this layer’s representations. h
(0)
i equals the input feature

vector of node i. N r
i denotes the set of neighbor indices of node i under relation r ∈ R. ci,r

is a normalization constant that is set as |N r
i | in this work. W denotes the model parameters.

W
(l)
0 h

(l)
i is a single self-connection of a special relation type to each node in the data. σ (·)

is the activation function. In this work, we use ReLU(·)= max(0,·) as the activation function.
Intuitively, (2) accumulates the feature vectors of current nodes i and the transformed feature
vectors of neighboring nodes through a normalized sum based on the direction and type of
edges.
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Figure 8.7. Architecture of R-GCN for room tagging.

In this work, we use a 2-layer architecture: Input layer and output layer, as shown in Figure
8.7. G, V , and W are the input data, which are bunches of small and separated graphs with
each representing a zone of the total floor plans. All the graphs are combined as a virtually full
graph. Then, the full graph can be represented by three sparse relational matrices with each
corresponding to one of the three relationships: adjacency, connection, and inclusion. Q1, V1,
and W1 denote the relation matrix of the three input graphs in the first relationship, respectively,
which are combined to generate the sparse matrix of the full graph in the first relationship.
Similarly, Q2, V2, W2, and Q3, V3, W3 denote the relation matrix in the second and third
relationship, respectively. A softmax (·) activation (per node) is used on the output of the last
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layer. The following cross-entropy loss on all labeled nodes (while ignoring unlabelled nodes)
is minimized:

L = −
∑
i∈Y

K∑
k=1

tik lnhl
ik (8.4)

where Y is the set of node indices that have labels (training nodes) and hl
ik is the k-th entry

of the network output for the k-th labeled node. tik denotes its respective ground truth label.
More details about the node classification by using R-GCN can be found in (Schlichtkrull et al.
2018)

The input data are the total floor plans, including the training floor plans and the test floor
plans, which are combined to generate the full graph. The rooms (nodes) in the training floor
plans have been labelled, while the rooms (nodes) in the test floor plans are unlabelled. During
the training stage, the labelled nodes are used together to update the parameters shared by both
labelled and unlabelled nodes. That is, RGCN is applied globally on the whole graph. When
the training process ends, the softmax function is used to classify the unlabelled nodes based on
their feature representation of the output layers. In Equation 8.4, h(0)

i is the input feature vector of
node i, which denotes the intrinsic features of room (node) i. During the convolutional process,
both the intrinsic and extrinsic or structural features of a node are propagated to its neighbors.
The intrinsic features of room (node) i used in RGCN are listed in Table 8.2, which is a subset of
the features in Table 8.1. The geometric properties of the buildings are removed since we found
the addition of these features do not improve the accuracy. The categorical features are encoded
as one-hot numeric arrays. The numerical features (area, length and width) are encoded as their
binary form. Then, the representation of these intrinsic features for node i are concatenate as a
one-dimensional vector, which is used as the input feature vector of node i.

Table 8.2. Node features used in R-GCN approach.

Features Type

area of room float

width of room float

length or room float

withExtDoor(ri) category

inCenter(ri) category

extWallNum(ri) category

The graph in Figure 8.6 is taken as an example to explain the training procedure. Assume
that the graph in Figure 8.6 is the training graph and all the nodes are thus the training nodes. A
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2-layer architecture is adopted and three relationships are defined. Thus, there are in total eight
parameter matrices needed to be learned from the training nodes, denoted by W

(l)
r , following

the definition in Equation 8.4 with r ∈ [0, 1, 2, 3], corresponding self-connection, adjacency,
connection, and inclusion relationship, respectively, and l ∈ [0, 1], corresponding the two layers.
Assume that the area, width, and length of node 5 are 50, 5, and 10, respectively. Next, the three
attributes are encoded as their binary forms with 6 bytes, which are then connect to one vector.
The result vector is thus [110010000101001010], which is treated as the input vector of node
5, denoted by h

(0)
5 . Similarly, the input vector of the other nodes can be obtained. The hidden

state of each node in the first layer is then estimated according to Equation 8.4. Node 5 is taken
as an example, which has three neighbors (nodes 3,4,and 6) in two relationships (adjacency and
connection) apart from the self-connection relationship. The hidden state (feature vector) of
node 5 in the first layer is calculated by Equation 8.5 that instantiates Equation 8.4.

h
(1)
5 = σ

(
1

2
W

(0)
1 h

(0)
3 +

1

2
W

(0)
1 h

(0)
6 +W

(0)
2 h

(0)
4 +W

(0)
0 h

(0)
5

)
(8.5)

In this way, apart from the intrinsic features (h(0)
5 ) of node 5 itself, the intrinsic features of

neighboring nodes (h(0)
3 , h

(0)
4 , and h

(0)
6 ) are also propagated to node 5. Moreover, the features

of neighboring nodes are multiplied with two different matrix with each corresponding to one
relationship. Thus, the structural features have also been integrated to the hidden state of node
5. Similarly, the hidden state of other nodes at the first layer can be calculated. likewise, the
hidden state of node 5 at the second layer can be calculated from h

(1)
3 , h

(1)
4 , and h

(1)
6 . By doing

so, the features of farther neighbors (e.g., node 7) of node 5 is also propagated to node 5 because
they have been integrated into the hidden state of the direct neighbor (e.g., node 6) of node 5
at the first layer. The softmax function is then applied in the hidden state of each node at the
second layer to output the classification result of the nodes. The classification loss is calculated
based on the training nodes and used to optimize the parameter matrices. When the training
procedure is done, the test nodes can be classified based on the optimized parameter matrices.

8.4 Experiments

We choose research buildings at universities as testbeds to evaluate the proposed approaches.
130 floor plans of research buildings with 3330 rooms were collected from two German univer-
sities, which we believe is sufficient to evaluate our proposed approach. According to (Klonk
2016), we divide the enclosed rooms in research buildings into 11 types: office (o), lab (l), lab
support space (s), seminar/lecture room (sem), PC room (pc), library (lib), toilet (t), copy/print
room (c), storage room (sto), kitchen (k), and lounge/break room (b). The number of the 11
types in the total floor plans are 1509, 465, 665, 132, 6, 75, 355, 18, 48, 23, and 34, respec-
tively, which is shown in Figure 8.8. The corresponding proportions are 0.453, 0.140, 0.120,
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0.040, 0.002, 0.023, 0.107, 0.005, 0.015, 0.007, and 0.010, respectively. Labs refer to the stan-
dard labs at physical, biological, chemical, and medical institutes. Lab support spaces are used
to support the operation of labs and are generally not continuously occupied, such as equipment
rooms, cold rooms, and chemical storage (Klonk 2016).

0 200 400 600 800 1000 1200 1400
count

office
lab
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library

toilet
copy

storage
kitchen

break

Figure 8.8. Count of different room types among 130 floor plans.

The experimental data is extracted from original floor plan images by manually tagging the
footprint of the building, the outline of rooms, and the location of both internal and external
doors. The remaining space is the corridor. We assume that the footprint, door, and corridor
are marked in the inputting map, which is true in most of the cases. That is, an indoor geo-
metric map normally contains these information, such as the indoor maps in Figure 8.1. For
the non-rectangular rooms and non-rectilinear footprints, we manually convert them to the most
approximating rectangles and rectilinear polygons, respectively, preserving the topological re-
lationship. In our future work, automatic solutions, such as the generalization method will be
introduced to deal with the non-rectangular and non-rectilinear issues. All the points and lines
are represented in pixels coordinates. Then, based on the given area of a room that is already
marked on the scanned map, the pixel coordinates of lines and points are converted to a local ge-
ographic coordinate. Finally, the geometry and spatial location of footprints, rooms, corridors,
and doors, the topology relationship among rooms, and the spatial distribution of rooms (i.e., in
centre or at external walls) can be calculated. The zones are then automatically extracted based
on the inclusion and adjacency relationship among rooms. During this procedure, the electrical
room is ignored since it is rare and less important than the other enclosed spaces. Staircases are
treated as circulation spaces (corridors). The furniture in the room is also deleted. Figure 8.9a
shows the original image of a floor plan. The room surrounded by a red rectangle contains a
non-rectangular room, which is zoomed in and shown in the left-up corner of the figure. The
area surrounded by a purple rectangle contains a staircase that would be replaced with corri-
dors. The area surrounded by a blue rectangle contains an electrical room, which would be
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removed. Figure 8.9b shows the simplified map from the original image, where the room sur-
rounded by green rectangles has no doors connected to corridors. The simplified parts in the
map are surrounded by red, purple, and green rectangles, respectively.
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Figure 8.9. Experimental data extraction by simplifying scanned floor plan images.(a) Marked
parts denote those that will be simplified. (b) simplified map from original floor plan image.

To evaluate the proposed approaches, we use a five-fold cross validation method, randomly
dividing the 130 floor plans into five test groups with each group containing 26 floor plans. In
each test group, the 26 floor plans are used as the test data, in which the room usage is missing,
with the remaining 104 floor plans as the training data, in which the room usage of rooms are
known.

8.4.1 Comparison of tagging accuracy of proposed approaches

In this experiment, we compare the performance of machine-learning and deep-learning based
approaches. For machine-learning based approaches, we train a random forest (RF) and decision
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tree (DT)-based classification model, respectively. The parameters of machine-learning-based
approaches include the length of contexts (L) and the number of best sequences that are kept
as candidates in beam search (N), which are set to 2 and 10, respectively. While, for random-
forest based approaches, the most important parameter is the number of trees (NT), which is set
to 50. For the R-GCN based approach, the main parameters include the count of epochs (EN)
and the number of features in hidden layers (HN), which are set 100, and 80, respectively. The
machine learning-based approach is implemented based on the classification library of Matlab.
The R-GCN-based tagging approach is implemented based on an open-sourced python library,
named Deep Graph Library (DGL).

The mean accuracy of identifying room types with RF, Decision Tree, and R-GCN for the
five groups are 0.85, 0.77, and 0.79, respectively, which is shown in Table 8.3. RF-based ap-
proach achieves a higher classification accuracy than the other two approaches. R-GCN does
not outperform RF-based approaches as we expect, which is mainly because in our issues, the
relationship related features dose not play dominant roles in room classification. To verify this,
we measured the importance of each feature given in Table 8.3 by calculating how much the
accuracy decreases when the feature is excluded in the random forest. The result is shown in
Figure 8.10. The relationship-related or extrinsic features (first neighbour, second neighbour,
parent exist, and parental room) in total contribute only 35% of the weight. In addition, we used
only the first eight features (intrinsic) in Table 8.1, ignoring the relationship-related features, to
predict the room tag by using random forest, achieving an accuracy of 0.79. This reveals that
the relationship-related features contribute a small part of the tagging accuracy. Furthermore,
we explore the impact of N on the tagging accuracy, varying from 1 to 20. During each iter-
ation of the beam search, only top N best candidates are kept. We found that when N is over
3, the tagging accuracy remains unchanged. This is because with only the intrinsic features a
high tagging accuracy can already be achieved without looking at its neighboring rooms. This
means although beam search is a greedy algorithm, it can achieve an approximately optimal
result. Therefore, other sequence inference algorithms such as Gibbs sampling (Gelfand 2000)
were not investigated although they are more likely arrive to a global optima than beam search.
In spite of these facts, R-GCN achieves an acceptable tagging accuracy, which slightly outper-
forms the decision tree-based approach. As far as we know, this is the first time that R-GCN is
successfully used to predict the type of entities in indoors.

In the following, we focus on the performance analysis of the random forest and R-GCN
based approaches. Partial representative floor plans and their tagging results by random forest
and R-GCN can be found in Appendix C and D, respectively. The solid blue lines denote foot-
prints, while solid red lines denote internal doors. The rooms surrounded by solid green lines
have no external doors. The rooms in pink background denote incorrectly tagged rooms. The
text in black denotes the true room type, while the text in blue denotes the incorrectly tagged
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Table 8.3. Tagging accuracy of each test group

Group
Accuracy

(RF)

Accuracy

(R-GCN)

Accuracy

(DT)

Number of

rooms

Group (1) 0.81 0.77 0.77 695

Group (2) 0.85 0.81 0.75 709

Group (3) 0.84 0.78 0.76 609

Group (4) 0.90 0.84 0.79 693

Group (5) 0.85 0.76 0.78 624

Overall 0.85 0.79 0.77 3330
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Figure 8.10. Importance of features in machine learning-based approach.

room type. We can see the indoor layout of the test floor plans varies, which cannot be rep-
resented by simple grammars. Therefore, the room tagging approaches proposed by Hu et al.
(2019) is inapplicable in our data set. However, the proposed approach in this work can achieve
a promising tagging result. In most of the test floor plans, the tagging results by random forest is
better than R-GCN, especially when tagging less-frequent spaces (e.g., library, seminar, storage,
and kitchen).

The confusion matrix is produced based on the tagging result of the five test groups, as
shown in Figures 8.11, 8.12, and 8.13. In random forest-based approach, the accuracy of iden-
tifying labs, offices, and lab support spaces and toilets is much higher than that of other room
types, which can be explained from two aspects: (1) they are much more frequent than other
room types; (2) their geometric, topological, and spatial distribution characteristics are iden-
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Figure 8.11. Confusion matrix of RF-based approach.

tifiable. Generally, offices and labs are located at external walls rather than central areas that
cannot easily receive natural light, which can be seen from floor plans (a), (b) and (f) of Ap-
pendix C. In the floor plans, the central zone contains only ‘unimportant’ rooms, such as lab
support spaces, toilet, storage room, and copy room. A lab is normally connected to another lab
or lab support spaces and has a larger area than office, which can be seen in floor plans (n), (o),
and (s) of Appendix C. However, there are still many cases that violate these norms, leading to
the misclassification of offices and labs. For instance, in floor plan (b), four offices are tagged as
labs because the four rooms have similar geometric properties to labs. Generally, toilets have a
small area and comprise two connected rooms with only one connected to corridors, such as in
floor plans (c), (h), (i), and (n) of Appendix C. These features are unique and based on which,
toilets can be distinguished from other room types. However, sometimes, toilets appear in the
form of a single room. In this case, they turn to be tagged as offices and support spaces whose
geometric properties overlap with that of toilets, such as the toilets in floor plans (c), (e), (g)
of Appendix C. Seminar rooms and libraries are normally much larger than other room types.
However, first, it is difficult to distinguish libraries from seminars since they have similar geo-
metric properties. Second, some libraries and seminar rooms have similar geometric properties
with general offices. For example, in floor plan (l) of Appendix C, a library is incorrectly tagged
as an office room because the room has a small area and the case that a library is connected with
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Figure 8.12. Confusion matrix of RGCN-based approach.

an office also occurs frequently in the training data set. In floor plan (m) of Appendix C, a li-
brary is tagged as a seminar room since the geometric properties of the room is similar to that
of most of the seminars. Libraries can be recognized when the room area is large enough (e.g.,
over 300 m2) or several libraries with a larger area (e.g., over 60 m2) than general offices are
connected and clustered, such as in floor plans (h), (j), and (l) of Appendix C. As for storage,
copy room, Pc, kitchen, and lounge, they occur sparsely and their geometrical and topological
characteristics are unapparent. Thus, it is difficult to distinguish them from offices, labs, and
support spaces. In R-GCN-based and decision tree-based methods, apart from the office, lab,
lab support space, and toilet, the other room types are hardly recognized. This is extremely
serious for R-GCN-based method.

8.4.2 Comparison of time-consumption of proposed approaches

This experiment compares the total time-consumption of executing the offline training and
online tagging processes of the random-forest and R-GCN-based approaches on the five test
groups. In random forest-based approach, the number of trees (NT) is the key parameter af-
fecting the time consumption and the tagging accuracy. For R-GCN approach, the hidden layer
(HN) and the number of epochs (EN) are the two key parameters that affect the time consump-
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Figure 8.13. Confusion matrix of decision tree-based approach.

tion. In this experiment, the NT varying from 1 to 100 with an interval at 5, while HN varies
from 30 to 250 with an interval at 10 and EN varies from 70 to 270 with an interval at 10. Note
that, the time-consumption refers to the time used in the training and tagging process of the
five-fold test. Figure 8.14 shows the variation of time-consumption and the tagging accuracy as
the increase of the tree number. We can see from approximately 40 trees, the tagging accuracy
converges 0.85 and at this point, it takes nearly one hour to tag all the test floor plans in the five
test groups. The addition of more trees dramatically increases the total time consumption. This
is mainly caused by the bi-directional beam search strategy, dramatically increasing the execu-
tion count of the prediction function of random forest. The fluctuation in the time-consumption
line is mainly due to the interface of the other application running on the same computer.

Figure 8.15 shows the variation of time-consumption as the increase of HN and EN. We
can see that as the increase of the number of features and epochs, the consumed time gradually
increases (from around 3 minutes to maximum 16 minutes), which, is far less than random-
forest based approach (1 hour). This is because (1) the number of layers is small (2 layers) and
(2) all the nodes (rooms) including training and test nodes in the graph share the same weight
matrixes, which are updated at each epoch. After the last epoch, the type of test nodes can
be easily estimated by invoking the softmax function based on the feature representation at the
output layer.
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Figure 8.14. Impact of tree number on tagging accuracy and time-consumption.

Figure 8.15. Impact of number of epochs and features in hidden layers on time-consumption.

8.5 Discussions

We tested our approaches with the experimental data obtained from two universities in Germany.
Currently, data privacy issues restrict access to detailed floor plans across different countries.
The indoor structures of a certain public building might vary greatly as countries. Thus, we
could not guarantee that the trained model can be applied to evaluate the public buildings in
other countries. However, we still believe this work is valuable since the local characteristics
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can also be exploited by using the known floor plans from a local region such as a country to
train a model and estimating the missing room usage of floor plans in the same local region.

The proposed approaches leverage on the geometric properties, topological relationships,
and spatial distribution of rooms, which are common properties in public buildings. Thus, the
proposed approaches can be extended to infer the room usage of other building types, such as
hospitals and office buildings that have similar indoor layouts to research buildings. Figure
8.16 shows the indoor map of a hospital on MazeMap without room usage, from which, the
geometry and topology information of rooms can be extracted in a similar manner as research
buildings. The biggest challenge is that the indoor layout of public building (e.g., hospital) can
vary as spatial locations. For instance, the indoor layouts of the building that belong to the
same hospital are similar but the indoor layouts of the building in different counties might be
totally different. One of the potential solutions is to represent the spatial location of a floor plan
from multiple scales, such as (belongs to) a building, an institute, a district, a city, a state, a
country, and a continent. Each scale is added in the machine-learning approach (e.g., random
forest) as a variable or feature. Apart from public buildings, digitalizing the indoor map of
residential houses from scanned floor plan is also of great importance and have been widely
investigated (Dodge et al. 2017), such as reconstructing the room geometry and topology by
using machine-learning but without the room usage information (e.g., kitchen, dining room,
and toilets). In this case, the proposed R-GCN approach might work well since intuitively the
topological relationship between rooms in residential houses are significant in identifying the
usage of rooms (Rosser et al. 2017).

Figure 8.16. Indoor map of a hospital published on MazeMap.

8.6 Conclusions

This work has adopted two kinds of statistical learning-based room tagging approaches for pub-
lic buildings to enhance the manual and automatic mapping solutions by providing the missing
room usage information based on geometric maps. We compare the traditional machine learn-
ing methods (i.e., random forest and decision tree) with deep learning methods (i.e., R-GCN)
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based on 130 floor plans of research buildings at universities. R-GCN does not outperform ran-
dom forest in tagging accuracy as we anticipate, which is mainly because in the room tagging
issue, relationship-related features are not as important as other features. However, R-GCN is
much more computational-efficiency than random forest-based approach and achieves a better
tagging result than decision tree.

Several tasks are planned for future works. One is to improve the tagging accuracy of less-
frequent room types (e.g., seminars, and libraries) by leverage on web mining techniques. Some
useful information, such as the office number of a researcher and a report that contains the lo-
cation (e.g., room number), is normally available from the webpage of a university or institute,
based on which the number of offices, libraries, seminar rooms, and PC rooms at a certain floor
might be extracted. Second, we will further investigate the ways of discovering spatial knowl-
edge based on the correlation among geometry, topology, semantics, and spatial distribution of
spaces. For instance, to infer the complete geometry and topology of spaces given the seman-
tics and coarse location of POIs in shopping malls. This will be especially useful in improving
indoor VGI data, whose quality (e.g., accuracy and completeness) cannot be guaranteed.





Reference
Ahmed, S., Liwicki, M., Weber, M., and Dengel, A. (2011). Improved automatic analysis of architectural floor

plans. In 2011 International Conference on Document Analysis and Recognition, pages 864–869. IEEE.
Alzantot, M. and Youssef, M. (2012). Crowdinside: automatic construction of indoor floorplans. In Proceedings

of the 20th International Conference on Advances in Geographic Information Systems, pages 99–108. ACM.
Ambruş, R., Claici, S., and Wendt, A. (2017). Automatic room segmentation from unstructured 3-d data of indoor

environments. IEEE Robotics and Automation Letters, 2(2):749–756.
Armeni, I., Sener, O., Zamir, A. R., Jiang, H., Brilakis, I., Fischer, M., and Savarese, S. (2016). 3d semantic

parsing of large-scale indoor spaces. In Proceedings of the IEEE Conference on Computer Vision and Pattern
Recognition, pages 1534–1543.

Aydemir, A., Jensfelt, P., and Folkesson, J. (2012). What can we learn from 38,000 rooms? reasoning about
unexplored space in indoor environments. In 2012 IEEE/RSJ International Conference on Intelligent Robots
and Systems, pages 4675–4682. IEEE.

Becker, S., Peter, M., and Fritsch, D. (2015). Grammar-supported 3d indoor reconstruction from point clouds for”
as-built” bim. ISPRS Annals of Photogrammetry, Remote Sensing & Spatial Information Sciences, 2.

Breiman, L. (2001). Random forests. Machine learning, 45(1):5–32.
Chen, S., Li, M., Ren, K., and Qiao, C. (2015). Crowd map: Accurate reconstruction of indoor floor plans from

crowdsourced sensor-rich videos. In 2015 IEEE 35th International conference on distributed computing systems,
pages 1–10. IEEE.

de las Heras, L.-P., Ahmed, S., Liwicki, M., Valveny, E., and Sánchez, G. (2014). Statistical segmentation and
structural recognition for floor plan interpretation. International Journal on Document Analysis and Recognition
(IJDAR), 17(3):221–237.

de las Heras, L.-P., Mas, J., Sánchez, G., and Valveny, E. (2011). Notation-invariant patch-based wall detector in
architectural floor plans. In International Workshop on Graphics Recognition, pages 79–88. Springer.

de las Heras, L.-P., Terrades, O. R., and Lladós, J. (2015). Attributed graph grammar for floor plan analysis. In
2015 13th International Conference on Document Analysis and Recognition (ICDAR), pages 726–730. IEEE.

Dehbi, Y., Gojayeva, N., Pickert, A., Haunert, J., and Plümer, L. (2018). Room shapes and functional uses predicted
from sparse data. ISPRS Annals of Photogrammetry, Remote Sensing & Spatial Information Sciences, 4(4).

Dodge, S., Xu, J., and Stenger, B. (2017). Parsing floor plan images. In 2017 Fifteenth IAPR International
Conference on Machine Vision Applications (MVA), pages 358–361. IEEE.

Dosch, P., Tombre, K., Ah-Soon, C., and Masini, G. (2000). A complete system for the analysis of architectural
drawings. International Journal on Document Analysis and Recognition, 3(2):102–116.

Elhamshary, M. and Youssef, M. (2015). Semsense: Automatic construction of semantic indoor floorplans. In
2015 International Conference on Indoor Positioning and Indoor Navigation (IPIN), pages 1–11. IEEE.

Furukawa, Y., Curless, B., Seitz, S. M., and Szeliski, R. (2009). Reconstructing building interiors from images. In
2009 IEEE 12th International Conference on Computer Vision, pages 80–87. IEEE.

Gao, R., Zhao, M., Ye, T., Ye, F., Wang, Y., Bian, K., Wang, T., and Li, X. (2014). Jigsaw: Indoor floor plan
reconstruction via mobile crowdsensing. In Proceedings of the 20th annual international conference on Mobile
computing and networking, pages 249–260. ACM.

Gao, R., Zhou, B., Ye, F., and Wang, Y. (2017). Knitter: Fast, resilient single-user indoor floor plan construction.
In IEEE INFOCOM 2017-IEEE Conference on Computer Communications, pages 1–9. IEEE.

167



168 Reference

Gelfand, A. E. (2000). Gibbs sampling. Journal of the American statistical Association, 95(452):1300–1304.
Gimenez, L., Robert, S., Suard, F., and Zreik, K. (2016). Automatic reconstruction of 3d building models from

scanned 2d floor plans. Automation in Construction, 63:48–56.
Hu, X., Fan, H., Noskov, A., Zipf, A., Wang, Z., and Shang, J. (2019). Feasibility of using grammars to infer room

semantics. Remote Sensing, 11(13):1535.
Hu, X., Fan, H., Zipf, A., Shang, J., and Gu, F. (2017). A conceptual framework for indoor mapping by using

grammars. ISPRS Annals of the Photogrammetry, Remote Sensing and Spatial Information Sciences, 4:335.
Huang, H. and Gartner, G. (2009). A survey of mobile indoor navigation systems. In Cartography in Central and

Eastern Europe, pages 305–319. Springer.
Ikehata, S., Yang, H., and Furukawa, Y. (2015). Structured indoor modeling. In Proceedings of the IEEE Interna-

tional Conference on Computer Vision, pages 1323–1331.
Jiang, Y., Xiang, Y., Pan, X., Li, K., Lv, Q., Dick, R. P., Shang, L., and Hannigan, M. (2013). Hallway based

automatic indoor floorplan construction using room fingerprints. In Proceedings of the 2013 ACM international
joint conference on Pervasive and ubiquitous computing, pages 315–324. ACM.

Kattenbeck, M. (2015). Empirically measuring salience of objects for use in pedestrian navigation. In Proceedings
of the 23rd SIGSPATIAL International Conference on Advances in Geographic Information Systems, page 3.
ACM.

Khoshelham, K. and Díaz-Vilariño, L. (2014). 3d modelling of interior spaces: Learning the language of indoor
architecture. The International Archives of Photogrammetry, Remote Sensing and Spatial Information Sciences,
40(5):321.

Kipf, T. N. and Welling, M. (2016). Semi-supervised classification with graph convolutional networks. arXiv
preprint arXiv:1609.02907.

Klonk, C. (2016). New laboratories: Historical and critical perspectives on contemporary developments. Walter
de Gruyter GmbH & Co KG.

Luperto, M. and Amigoni, F. (2019). Predicting the global structure of indoor environments: A constructive
machine learning approach. Autonomous Robots, 43(4):813–835.

Luperto, M., Li, A. Q., and Amigoni, F. (2013). A system for building semantic maps of indoor environments
exploiting the concept of building typology. In Robot Soccer World Cup, pages 504–515. Springer.

Luperto, M., Riva, A., and Amigoni, F. (2017). Semantic classification by reasoning on the whole structure of
buildings using statistical relational learning techniques. In 2017 IEEE International Conference on Robotics
and Automation (ICRA), pages 2562–2568. IEEE.

Macé, S., Locteau, H., Valveny, E., and Tabbone, S. (2010). A system to detect rooms in architectural floor plan
images. In Proceedings of the 9th IAPR International Workshop on Document Analysis Systems, pages 167–174.
ACM.

Mitchell, W. J. (1990). The logic of architecture: Design, computation, and cognition. MIT press.
Peter, M., Becker, S., and Fritsch, D. (2013). Grammar supported indoor mapping. In Proceedings of the 26th

International Cartographic Conference, Dresden, Germany, volume 2530.
Philipp, D., Baier, P., Dibak, C., Dürr, F., Rothermel, K., Becker, S., Peter, M., and Fritsch, D. (2014). Mapgenie:

Grammar-enhanced indoor map construction from crowd-sourced data. In 2014 IEEE International Conference
on Pervasive Computing and Communications (PerCom), pages 139–147. IEEE.

Pronobis, A. and Jensfelt, P. (2012). Large-scale semantic mapping and reasoning with heterogeneous modalities.
In 2012 IEEE international conference on robotics and automation, pages 3515–3522. IEEE.

Qi, C. R., Su, H., Mo, K., and Guibas, L. J. (2017). Pointnet: Deep learning on point sets for 3d classification
and segmentation. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, pages
652–660.



Reference 169

Ratnaparkhi, A. (1996). A maximum entropy model for part-of-speech tagging. In Conference on Empirical
Methods in Natural Language Processing.

Rosser, J. F., Smith, G., and Morley, J. G. (2017). Data-driven estimation of building interior plans. International
Journal of Geographical Information Science, 31(8):1652–1674.

Sankar, A. and Seitz, S. (2012). Capturing indoor scenes with smartphones. In Proceedings of the 25th annual
ACM symposium on User interface software and technology, pages 403–412. ACM.

Schlichtkrull, M., Kipf, T. N., Bloem, P., Van Den Berg, R., Titov, I., and Welling, M. (2018). Modeling relational
data with graph convolutional networks. In European Semantic Web Conference, pages 593–607. Springer.

Xiong, X., Adan, A., Akinci, B., and Huber, D. (2013). Automatic creation of semantically rich 3d building models
from laser scanner data. Automation in construction, 31:325–337.

Yassin, A., Nasser, Y., Awad, M., Al-Dubai, A., Liu, R., Yuen, C., Raulefs, R., and Aboutanios, E. (2016). Recent
advances in indoor localization: A survey on theoretical approaches and applications. IEEE Communications
Surveys & Tutorials, 19(2):1327–1346.

Yue, K., Krishnamurti, R., and Grobler, F. (2011). Estimating the interior layout of buildings using a shape grammar
to capture building style. Journal of Computing in Civil Engineering, 26(1):113–130.

Zhang, J., Kan, C., Schwing, A. G., and Urtasun, R. (2013). Estimating the 3d layout of indoor scenes and its
clutter from depth sensors. In Proceedings of the IEEE International Conference on Computer Vision, pages
1273–1280.





9. Data-driven approach to learning salience
models of indoor landmarks by using ge-
netic programming

Article information

Authors Xuke Hu, Lei Ding, Jianga Shang, Hongchao Fan, Tessio Noskov,Alexey Noskov,
Alexander Zipf

Journal International Journal of Digital Earth

History
Received: 23 Jun 2019

Revised: 25 Aug 2019

Accepted: 02 Dec 2019

Reference Hu, X., Ding, L., Shang, J., Fan, H., Novack, T., Noskov, A., Zipf, A. (2020).
Data-driven approach to learning salience models of indoor landmarks by using
genetic programming. International Journal of Digital Earth, 1-28.

Abstract
In landmark-based wayfinding, determining the most salient landmark from several candidates
at decision points is challenging. To overcome this problem, current approaches usually rely
on a linear model to measure the salience of landmarks. However, linear models are not always
able to establish an accurate quantitative relationship between the attributes of a landmark and
its perceived salience. Furthermore, the numbers of evaluated scenes and of volunteers par-
ticipating in the testing of these models are often limited. With the aim of overcoming these
gaps, we propose learning a non-linear salience model by means of genetic programming. We
compared our proposed approach with conventional algorithms by using photographs of two
hundred test scenes collected from two shopping malls. Two hundred volunteers who were not
in these environments were asked to answer questionnaires about the collected photographs.
The results from this experiment showed that in 76% of the cases, the most salient landmark
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(according to the volunteers’ perception) was correctly predicted by our proposed approach.
This accuracy rate is considerably higher than the ones achieved by conventional linear models.

Keywords: Indoor Navigation; Landmarks; Salience Model; Genetic Programming;

9.1 Introduction

Landmarks, which are defined as prominent features in people’s cognitive maps of both phys-
ical and virtual indoor and outdoor environments, are of fundamental importance in people’s
interaction with unfamiliar environments, especially with respect to wayfinding (Caduff 2007;
Duckham et al. 2010; Kattenbeck 2017; Nothegger et al. 2004; Sorrows and Hirtle 1999). In
comparison to conventional navigation instructions based on distance and azimuth, and espe-
cially in complex indoor and outdoor environments, landmark-based wayfinding is known to
be more effective in raising the pedestrian’s confidence and reducing his/her anxiety during
navigation, thus guiding the person successfully to his/her destination (Kattenbeck 2015; Kat-
tenbeck et al. 2018; May et al. 2003; Nothegger et al. 2004; Richter and Winter 2014; Ross et al.
2004). Hence, different landmark-based wayfinding approaches have been proposed in recent
years (Butz et al. 2001; Duckham et al. 2010; Hund and Padgitt 2010; Li et al. 2017; Lyu et al.
2015; Michon and Denis 2001; Raubal and Winter 2002).

However, a challenge of landmark-based wayfinding is choosing the correct, i.e., most salient,
landmark at a decision point where multiple features can be perceived. Figure 9.1 shows an ex-
ample of a decision point in a shopping mall where a Pizza Hut sign (A), staircase (B), GYZG
shop (C), and Nike shop (D) can be seen and perceived as possible landmarks. The most salient
of these features is the one that, if used in a wayfinding instruction, will demand less effort from
the users in understanding and following the instruction and finally getting to the destination.
Typically, the salience of a landmark is estimated based on a linear model and a predefined set
of categories of attributes, such as its visual (e.g., the facade’s area, shape, colour, and texture)
prominence, semantic (e.g., socio-cultural) importance, and structural (e.g., nodes, boundaries,
and regions) significance (Klippel and Winter 2005; Li et al. 2017; Raubal and Winter 2002; Sor-
rows and Hirtle 1999). Raubal and Winter (2002) and Klippel and Winter (2005), for example,
proposed a linear model based on empirically weighted landmark attributes. Li et al. (2017), on
the other hand, proposed a landmark-based cognition strength grid model, based on which the
salience of an indoor landmark is measured using a linear model. However, in these approaches,
the weights of the attributes are empirically defined based on expert knowledge. To overcome
this drawback, Götze and Boye (2016) proposed an approach for learning the weight values of
the salience model directly from the route instructions given by humans. Another problem with
these approaches is that the proposed models are all linear, which might hamper their accu-
racy in quantitatively representing the relationship between the attributes of a landmark and its



9.1. Introduction 173

Figure 9.1. Example of a decision point in a shopping mall and the possible landmarks that
can be used for wayfinding (indicated with the letters A to D).

salience. Furthermore, experiments for validating the landmark salience estimations made by a
model are rarely based on the correlation of these estimations with the importance of landmarks,
as perceived by users, for the purpose of wayfinding. Aiming to overcome these drawbacks, this
study proposes a data-driven approach for learning non-linear salience models of indoor land-
marks, specifically in shopping malls, based on genetic programming (GP) (Koza 1991). Firstly,
visual and semantic attributes were extracted from the landmarks. These attributes are, to some
extent, different from the ones considered so far in related studies (Lyu et al. 2015; Raubal and
Winter 2002; Sorrows and Hirtle 1999). Two hundred pictures were obtained of indoor scenes
in shopping malls, and in each of these pictures, three to four landmarks were manually identi-
fied. Next, 200 volunteers were recruited and asked to select, from each picture, the landmark
that is most suitable for navigation in that scene. In total, 40,000 answers regarding the salience
of these landmarks were obtained. In the next step, a GP algorithm was applied for learning the
most suitable model for estimating the salience of landmarks in shopping malls based on the
data obtained from the volunteers. Given enough training data from volunteers, the proposed
approach is applicable to other indoor, as well as to outdoor, environments. The contribution
of this study is hence three-fold: (1) for the first time, to the best of our knowledge, non-linear
models are applied for estimating the salience of indoor landmarks; (2) the non-linear models
are learned based on GP; and (3) a large benchmark of 40,000 volunteer-provided evaluations
of landmarks, which can be used for developing and testing future landmark-based wayfinding
approaches, is included.

The remainder of the paper is organized as follows. In Section 9.2, we provide an overview
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of related works on landmark salience modelling. In Section 9.3, the attributes used to quantify
the landmark salience are introduced. In Section 9.4, the workflow and detailed steps of the
proposed approach are presented. In Section 9.5, our approach is evaluated. Finally, in Sections
9.6 and 9.7, issues are discussed and conclusions are drawn.

9.2 Related work

For decades now, landmarks have been a standout concept in the spatial sciences. Landmarks are
defined as physical features or places that have recognizable and memorable characteristics (Sor-
rows and Hirtle 1999). Richter and Winter (2014) defined landmarks as structural environments
that act as cognitive anchors, markers, or reference points for the purposes of communication
and wayfinding. Regarding the latter, there are two fundamental application domains, namely,
outdoor and indoor wayfinding. Landmark-based wayfinding approaches are applicable to both
of these domains.

The application of landmarks in wayfinding was first implemented in outdoors navigation
(Götze and Boye 2016; Klippel and Winter 2005; Nothegger et al. 2004; Raubal and Winter
2002; Sorrows and Hirtle 1999). In one of the first works in this area, Sorrows and Hirtle
(1999) proposed a categorization of landmarks into visual, cognitive, and structural landmarks.
This categorization implies a dependency between the category of a landmark and the struc-
ture of the built-up environment in which it is located. Similarly to the categorization proposed
by Sorrows and Hirtle (1999), Raubal and Winter (2002) categorized the attributes of land-
marks into visual (e.g., facade areas, shapes, colours, and visibility) prominence, semantic (i.e.,
social-cultural and historical) importance, and structural (e.g., nodes, boundaries, and regions)
prominence. Based on these attribute types, they proposed a formal model for measuring the
salience of the landmarks. This model has been widely adopted by many other researchers. For
example, based on the work by Raubal and Winter (2002), Nothegger et al. (2004) proposed a
computational model that allows the automatic identification of salient landmarks along a road
at decision points in urban environments. Their proposed model is cross-checked with a survey
for landmarks along a given route that contains 9 scenes or decision points in the city of Vienna,
Austria. The results showed that the landmarks selected by the model are highly correlated with
the ones selected at these decision points by pedestrians participating in the survey.

Klippel and Winter (2005) proposed an approach to formalizing the structural salience of
objects along routes and integrating landmarks into route directions. The structural salience
of point-like objects (e.g., buildings) is approached with taxonomic consideration and with re-
spect to their positions along a route. The results are used to extend a formal language of route
knowledge. Caduff (2007); Caduff and Timpf (2008), on the other hand, proposed a conceptual
framework for assessing the salience of landmarks for the purpose of pedestrian navigation. In
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their approach, salience is represented as a three-valued vector comprising perceptual, cognitive,
and contextual salience. Considering the lack of an empirically validated model and approach
for survey-based assessment of object salience, Kattenbeck (2015) tested a structural equation
model using a large scale in-situ experiment. The results showed that the derived model was
able to explain 72% of the variance present in the overall salience. Later on, Kattenbeck (2017)
empirically analysed hypotheses about the ways different sub-dimensions of salience (visual,
structural, and cognitive aspects, as well as proto-typicality and visibility in advance) have an
impact on each other. To verify the robustness of a survey-based model across different environ-
ments, objects, and observers, Kattenbeck et al. (2018) conducted a heterogeneity analysis by
considering the different environments, senses of direction, and genders of volunteers. Götze
and Boye (2016) proposed a data-driven approach for automatically deriving a mathematical
model of salience directly from route instructions given by humans. Specifically, the authors
used a ranking support vector machine (SVM) method to derive the weights of a linear model
based on the original model of Raubal and Winter (2002). The experimental results showed that
the model can successfully predict the salient landmark that was preferred by users.

Landmark-based approaches are also gaining more and more attention as a research ad-
vancement in the domain of indoor wayfinding. Although indoor landmarks have a common
nature with outdoor landmarks, indoor environments (e.g., subway and railway stations, shop-
ping malls, airports) have a larger variety of features (e.g., stairs, unit room, corridors, fur-
niture, goods, signboards). Thus, the criteria for selecting outdoor landmarks and measuring
their salience require modifications to be applicable to indoor environments (Li et al. 2017).
Millonig and Schechtner (2007) presented an approach for identifying the salient landmarks
next to primarily observed main routes of pedestrian flows in a train station and for represent-
ing landmark-based spatial routing information. Lyu et al. (2015) proposed several salience
indicators and a computational method for the extraction of indoor landmarks and, based on
the model developed by Raubal and Winter (2002), adapted the use of predefined weights with
expert knowledge. Li et al. (2017) proposed a landmark-based cognition strength grid (CSG)
model, in which each grid cell is embedded with salient characteristics. They can be oriented to
surrounding landmarks to ensure the use of the CSG model to plan various routes, such as the
route with the most identifiable landmarks. Again, their salience model is based on the model
proposed by Raubal and Winter (2002). The authors evaluated their model based on two differ-
ent scenarios in a large shopping mall. Their work exemplifies the diverse applications of the
CSG model in indoor wayfinding.

Despite the significant contribution of these studies to landmark-based wayfinding in both
indoor and outdoor environments, two main problems persist: (1) Current approaches normally
use a linear model to measure the salience of landmarks, which, however, cannot accurately
represent the quantitative relationship between the attributes of a landmark and its salience.
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Furthermore, these models cannot adapt to the changing of the environment. (2) The numbers of
considered scenarios and of volunteers participating in the evaluation of the models are limited,
thus pointing to the necessity of more consistent model evaluations. In this study, we aim to
cover these gaps by learning non-linear salience models by means of genetic programming and
evaluating the models based on two hundred testing scenes and two hundred volunteers.

9.3 Salience indicators of indoor landmarks

This research focuses on the automatic selection of the most salient landmark among candidate
landmarks at decision points in indoor environments, shopping malls in particular. For quanti-
fying the salience of landmarks, the attributes of the landmarks first need to be extracted. As
mentioned, conventional attributes fall into the following categories: visual (e.g., facade area,
shape, colour, and texture) prominence, semantic (i.e., socio-cultural) significance, and struc-
tural importance (i.e., whether it has an important role in the perception and understanding of
the structure of the environment). In indoor environments, however, structural attributes are less
relevant because of the limited sight in these environments (Klippel and Winter 2005). Hence,
in this work, the structural attributes of landmarks are not considered. Table 9.1 presents the at-
tributes considered in measuring the salience of the landmarks in this study. In the next section,
we provide an explanation on how these attributes are computed.

9.3.1 Visual prominence

This type of attribute refers to the degree of visual prominence of a landmark when compared
to its surrounding environment. In general, the properties of visual prominence include facade
area, facade area of subject, shape deviation, shape ratio, and colour, which can be extracted
from the images.

Figure 9.2. Visual attribute extraction from image. (a) Yellow star shape. (b) Minimum
boundary box of the shape. (c) Colour-based salience map.

Facade area (AL): The facade area refers to the observable area of a landmark’s facade.
Humans find it easier to recognize landmarks whose facade area is significantly larger than its
surrounding objects. The facade area of an object is generally calculated by multiplying its
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Table 9.1. Attributes used for measuring the salience of indoor landmarks.

Attribute type Attribute name Mathematical symbol

Visual Facade area (AL) x1

Facade area of attached subject (ALSubject
) x2

Shape deviation (DL) x3

Shape ratio (RL) x4

Colour (C) x5

Semantic Architecture class (Arch) x6

Information class (Info) x7

Shop class (Shop) x8

Function class (Func) x9

Furniture class (Furn) x10

Text (Text) x11

Foreign language (ForText) x12

Count of Baidu search (Baidu) x13

Count of Google search (Google) x14

width and height. However, the shapes of some landmark facades might be irregular; therefore,
we consider instead the amount of pixels of the landmark’s facade. L, P, AL, and Pix(x) are
used to represent, respectively, a landmark, the image containing the landmark, its facade area,
and the function for calculating the number of pixels of the facade. As shown in Figure 9.2a,
the facade area of the yellow star (L) is calculated by dividing its number of pixels by the total
number of pixels of the image. Thus, the equation for computing the facade area of a landmark
is

AL = Pix(L)/Pix(P ). (9.1)

Facade area of attached subject (ALSubject
): For most landmarks, the facade area of the

attached subject equals the facade area of the landmark, as shown in Figure 9.2a. However, some
landmarks, such as shops, usually have so-called attached subjects (e.g., entrance and logo) that
are distinct from the facade of the landmark. Humans are easily attracted to venues that have
a wide entrance or a large sign (Raubal and Winter 2002). We denote LSubject and ALSubject

as
the attached subject and the facade area of the attached subject, respectively. The equation for
calculating the facade area of the attached subject is

ALSubject
= Pix(LSubject)/Pix(P ). (9.2)
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Shape deviation (DL): The shape deviation of a landmark equals the difference between the
area of its smallest enclosing bounding box and its facade area (Raubal and Winter 2002). For
example, the rectangle (denoted by r) in Figure 9.2b surrounded by the blue lines is the smallest
enclosing bounding box of the yellow star (denoted by L). The larger the shape deviation, the
more irregular the shape is. Inversely, a shape deviation of zero indicates that the landmark is
a regular rectangle. We use DL and Lrectangle to denote the shape deviation and the smallest
enclosing bounding box of the landmark L, respectively. The equation for calculating the shape
deviation is

DL = (Pix(Lrectangle)− Pix(L))/Pix(Lrectangle). (9.3)

Shape ratio (RL): The shape ratio of a landmark equals the height-to-width ratio of the
smallest enclosing bounding box of the landmark (Raubal and Winter 2002). We use this at-
tribute because high and narrow landmarks are more visually attractive than short and thick
ones. We use RL, Lrectangle, Length(x), and Width(x) for denoting, respectively, the shape
ratio of landmark L, its smallest enclosing bounding rectangle, the function for calculating the
length of an object, and the function for calculating its width. Equation 9.4 shows how the shape
ratio is computed. In Figure 9.2b, the shape ratio of the yellow star equals the ratio of the height
to width of the smallest enclosing bounding rectangle (the blue square in Figure 9.2b). This
attribute is therefore computed as follows:

RL = Length(Lrectangle)/Width(Lrectangle). (9.4)

Colour (C): Colour refers to the colour difference of an object from its surrounding objects.
An object will receive more attention if its colour significantly contrasts with the colours of the
environment (Nothegger et al. 2004), such as a red fire hydrant against a white wall. To extract
this attribute, we adopt the high-dimensional colour transform approach (Kim et al. 2016), which
can detect the salient region of an image. Specifically, it is used to generate a grayscale image
from the original scene image, which is a per-pixel salience map, as shown in Figure 9.2c. The
image is scaled into 256 levels of grey, thus assigning each pixel a digital number ranging from
0 to 255. The brighter the colour, the more salient the pixel. We then use the average pixel value
of the landmark in the salience map as the value of colour.

9.3.2 Semantic attraction

Semantic attraction refers to the semantic significance of a landmark in the sense of its socio-
cultural importance (Lyu et al. 2015; Nothegger et al. 2004;?; Raubal and Winter 2002). In this
work, the semantic attraction of a landmark is quantified based on the following aspects:

Text (Text): Text indicates if an object or landmark (e.g., information board near the en-
trance of a shopping mall and the signboard of shops) contains text (e.g., HUAWEI, KFC, GREE)
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either in Chinese or foreign languages. We use a Boolean variable to represent this attribute. If
a landmark contains text, the value of this attribute equals one; otherwise, the value equals zero.

Foreign text (ForText): Foreign text is the attribute referring to the text being in Chinese
or in a foreign language. Intuitively, an object that contains foreign charactersis much more
difficult to be remembered or understood by the locals. We also use a Boolean variable to
represent this attribute.

Count of Baidu search (Baidu): Count of Baidu search refers to the number of results when
the name or class of a landmark is searched for using the Baidu search engine. This attribute to
some degree reveals if a landmark is well-known by the locals (especially the Chinese), which is
probably associated with its salience.For shops and sculptures, the search keywords are the name
(e.g., Nike) and the description (e.g., sculpture of a cow), respectively. For other landmarks, the
search keyword is the class of the landmark (e.g., vending machine and staircase). For Baidu
searches, the input keyword is in Chinese. The search count is normally quite large. To make
the value look smaller, it is divided by 100,000,000, which will be further normalized at the
data processing step.

Count of Google search (Google): Count of Google search refers to the number of results
when the name or class of a landmark is searched for using the Google search engine. The
purpose of using the attribute is to better understand if there exist large differences in recognizing
landmarks in different cultures. For Google searches, the input keyword is in English. We
divided the count of the search results by 100,000,000 to represent this attribute.

Category (Cat): We assign each of the landmarks to one of five classes, Architecture (Arch),
Information (Info), Shops (Shop), Function (Func), or Furniture (Furn), by referring to (Ohm
et al. 2015). The definitions of these classes are as follows:

1. Architecture (Arch). The architecture class refers to objects built by humans, including
houses and structures. Generally, houses that can be used as landmarks have a certain
degree of particularity and uniqueness in shape. The structure is an immovable entity
that has no internal space for people to use and is ornamental or functional. For exam-
ple, pillars, fronts, sculptures, and fountains can be treated as architectural landmarks in
shopping malls. Figure 9.3 shows two examples of architectural landmarks.

2. Information (Info). The information class refers to entities that can guide users to a
certain place. This kind of landmark normally contains text or image and can be divided
into two sub-classes according to its function: advertisement and identification. The first
includes signs and posters of shops, as shown in Figure 9.4a. The second includes the
sign of an emergency exit, as shown in Figure 9.4b.

3. Shop (Shop). The shop class mainly refers to the logo of a shop. This kind of landmark
is located near its entity, such as a store, shop, or restaurant. The salience may be affected
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(a) (b)

Figure 9.3. Examples of architectural landmarks.

(a) (b)

Figure 9.4. Examples of information landmarks.

by the attached subjects because of their large and colourful facade. Figure 9.5 shows two
shops with attractive logos.

(a) (b)

Figure 9.5. Examples of shop landmarks.

4. Function (Func). The function class refers to space that plays the role of connecting other
spaces. Pedestrians can move to other spaces through this entity, such as an elevator,
escalator, flight of stairs, or corridor.

5. Furniture(Furn). The furniture class refers to entities that have specific functions. Land-
marks under the furniture class are moveable. Examples include vending machines, doll
machines, self-service photo cameras, bonsai trees, and commodity shelves.
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9.4 Methodology

9.4.1 Workflow

The workflow of the proposed approach, which is illustrated in Figure 9.6, consists mainly of
three stages: data collection and processing, genetic-programming-based model training, and
model testing.

First, we collected images of 200 indoor scenes in shopping malls and manually marked
the landmarks in each image. We then extracted all the needed attributes of each landmark
according to the definition of attributes presented in Section 9.3 and normalized the values
of all the attributes to the range from zero to one. The next step was to collect volunteers’
preferences on landmarks through questionnaires. Specifically, we asked each volunteer to select
what he/she thinks to be the most suitable landmark for navigation in each scene. The percentage
of volunteers who selected a certain landmark was used as the salience value of this landmark.
In the training stage, we used a genetic programming algorithm to learn a model that measures
the salience of landmarks. In the test stage, we calculated the salience of each landmark in a
test scene with the learned model. The landmark with the highest salience degree was regarded
as the representative landmark in the scene.
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Figure 9.6. Workflow of proposed approach.
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9.4.2 Data collection and processing

Property of landmark: In this part of the study, we first collected images of 200 scenes in shop-
ping malls and manually marked the landmarks in each image. We then extracted the needed
attributes of each landmark and calculated their values according to the definition in Section
9.3. To ensure that all the input attributes or attributes have the same importance, we used the
min-max normalization method (as shown in Equation 9.5) to normalize the attributes, limiting
the values of all attributes in the range of zero to one.

X ′ =
X −Xmin

Xmax −Xmin
(9.5)

Questionnaire: In the applied questionnaire, there were 200 questions, with each question
referring to one of the 200 scenes. One of the questions from the proposed questionnaire is
shown in Figure 9.7a. The question was: ‘Which landmark would you choose for navigation?’
Each volunteer was asked to choose the one landmark, from three or four landmarks in the scene,
that best answered the question. We collected 40,000 answers in total from 200 volunteers. The
proportion of the number of volunteers who selected a certain landmark in a scene was then
treated as the salience value of the landmark, as shown in Figure 9.7b. For example, there are
four landmarks, denoted by A, B, C, and D, respectively, in a given scene. The survey showed
that 49%, 27%, 15%, and 8% of the volunteers chose A, B, C, and D, respectively, as the most
salient landmark. Thus, the salience values of landmarks A, B, C, and D equal 0.49, 0.27, 0.15,
and 0.08, respectively.

 

A)

B)

C)

D)

(a)

49.32%

27.60%

8.14%

14.93%

A

B

C

D

(b)

Figure 9.7. Answer about salience of landmarks in a scene, collected through questionnaire.
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9.4.3 GP-based model learning

Genetic programming (GP) is an inductive learning technique mimicking the principles of bi-
ological inheritance and evolution (Koza 1991). Each potential solution to the problem is rep-
resented as an individual in the population of potential solutions. GP operations, including
reproduction, crossover, and mutation, are applied to the individuals in each generation to yield
more diverse and better-performing individuals in the subsequent generations. This process is
repeated for a few generations to yield optimal or near-optimal solutions (i.e., individuals) to
the problem at hand.

GP is known to achieve very good results in the task of document ranking by learning non-
linear models that measure the degrees of relevance of documents in a set, given the user’s
input(Yeh et al. 2007). The aim of document ranking is to determine, according to the user’s
information requirement, which documents are relevant and which are not, which is a core
task of information retrieval. The landmark selection problem is similar to document ranking.
Therefore, in this research, we also applied GP to learn a mathematical model that can establish
the quantitative relationship between the salience of a landmark and its visual and semantic
attributes. Other ranking learning approaches, such as the variation of GP and the ranking vector
SVM (Yu et al. 2012), will be investigated in future works. To apply GP for landmark salience
model learning, we first needed to have a representation of an individual in the population. A tree
structure was chosen to represent the individual in the population. An example of an individual
is shown in Figure 9.8. The tree structure at the left represents a model y = x1 ∗ x2 + (x3)

2,
whereas the one at the right represents y = x1 ∗ x2 + 0.5 + x3. The leaf nodes of the tree
structure, known as terminals, denote variables or attribute values of landmarks and constants.
The non-leaf nodes, known as functions, denote operators, such as (+, ∗, sqrt, log). The nodes
of operators are applied in the left and right sub-trees (for binary operators, such as +) or the
single sub-tree (for unary operators, such as log). The operators, attributes, and weights together
constitute the primitive set of our GP system.

To apply GP in our context, several components needed to be defined. These components
and their definitions are presented in Table 9.2.

In this context, the operators we used included +,−, /, ∗, abs, and log. The terminals in-
cluded the 14 normalized attributes of landmarks in Table 9.1, which were numbered consec-
utively and denoted by x1, x2, ..., and x14, respectively, and 10 constants: 0.1, 0.2, ..., 1. We
used Equation 9.6 to calculate the fitness of an individual. y denotes the true degree of salience,
whereas ŷ denotes the estimated salience by the model (individual). m denotes the number of
landmarks in all training scenes.

RMSE =

√√√√ 1

m

m∑
i=1

(yi − ŷi)
2 (9.6)
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Table 9.2. Essential GP components.

GP parameters Meaning

Spop Population size

Ngen Number of evolution generations

Ntop Number of best individuals in each generation

Nrun Number of independent runs to perform

Operators Non-leaf nodes in the tree structure

Terminals Leaf nodes in the tree structure

Fitness function Objective function that needs to be optimized

Termination condition Condition that determines when GP will terminate

Reproduction Genetic operator that copies the individuals directly
into the population of the next generation

Crossover Genetic operator that exchanges sub-trees from two
parents to breed two new children

Mutation Genetic operator that randomly selects a sub-tree and
replaces it with another randomly created sub-tree

The procedure of the population evolution in GP was as follows:

• Randomly generate an initial population of Spop valid trees.

• Perform the following sub-steps for Ngen generations:

– Calculate the fitness value of each tree.

– Record the top Ntop trees with the highest fitness values.

– Update the current optimal tree by selecting the one that has the best performance
on the validation set from the top Ntop trees crossing from the initial generation to
the current generation.

– Create a new population via the following three genetic operations based on the top
Ntop trees.

∗ Reproduction

∗ Crossover

∗ Mutation

• Treat the current optimal tree as the unique discovery output.
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In each generation, Spop best trees were selected based on the training set. In total, there were
Spop*Ntop best trees in Spop generations. The purpose of the validation set was to select the op-
timal tree that performed best on the validation set from the Spop*Ntop trees as the final output.
Note that when producing a new individual tree, we first checked if the tree was a valid math-
ematical expression. If not, it was deleted, and a new tree was produced until a valid tree was
found. For instance, the unary operators should have only one operand, and the binary operators
should have two operators. The operand of the operator log should be a positive value, whereas
the second operand of the operator / should not be zero.

Moreover, three parameters were used in creating a new population: reproduction rate,
which is denoted by Rrate; crossover rate, which is denoted by Crate; and mutation rate, which
is denoted by Mrate. These parameters represented the proportion of the newly produced indi-
viduals by the corresponding genetic operations. The sum of the three parameters equals one.
The purpose of the validation set was to help alleviate the problem of overfitting of GP on the
training data and to select the best generalized model.

We used the tournament selection method to select parents for crossover and mutation.
Crossover utilized a standard random sub-tree swapping algorithm.

Detailed descriptions of the three genetic operations are as follows:

1. Reproduction: An individual is copied from the current population. This operation can
deliver the best individuals to the next generation.

2. Mutation: A sub-tree (a gene) is randomly selected from an individual, and the sub-tree
is replaced with another randomly created sub-tree. Figure 9.8 illustrates the process of
the mutation operation. The aim of the mutation operation is to improve the diversity of
the population and to prevent the process from being trapped in a local optimal solution.

²

Figure 9.8. Graphical illustration of mutation operation.

3. Crossover: The sub-trees of two individuals are exchanged, producing two offspring in-
dividuals. Figure 9.9 illustrates the process of the crossover operation. The aim of the
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crossover operation is to improve the exploitation of existing models and implicit the ge-
netic memory.

0.5

Figure 9.9. Graphical illustration of crossover operation.

9.5 Experiments

In this study, we collected images of 200 indoor scenes from two famous shopping malls in
Wuhan City: World City Light Valley Pedestrian Street and World City Square. We show 10
representative test scenes in Appendix E. From each scene, we manually marked three to four
common landmarks in shopping malls, such as shops, information boards, vending machines,
and elevators, by referring mainly to (Li et al. 2017; Lyu et al. 2015). In total, 630 landmarks
were marked from the 200 scenes. Table 9.3 lists the classes and counts of the landmarks,
and the keywords used in the Baidu (Chinese version) and Google searches (English version).
Details on the search keywords in Chinese and English for each landmark can be found in the
uploaded files. Two hundred volunteers (77 females and 123 males, with the ages ranging from
18 to 30) were recruited to fill out the questionnaires, from which we extracted the salience of
each landmark. We then divided the scenes into five test groups, with each having 40 scenes.
With respect to each test group, the 40 scenes in the group were considered as the test set, and
75% and 25% of the remaining scenes outside of the given group were considered as the training
set and validation set, respectively.

9.5.1 Experimental parameter selection

The GPTIPS GP toolbox in Matlab (Dominic et al. 2010; Searson 2009) was used to implement
the proposed algorithm. Table 9.4 lists the values of the parameters used in the algorithm. In the
experiments, the tree depth was set to 6, such that the created trees could cover the case wherein
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Table 9.3. Different landmark classes with their respective counts and search keywords.

Landmark class Count Search keyword

Shop 299 Name of shop

Sign 89 Sign

Elevator 60 Elevator

Sculpture 45 Description of sculpture

Staircase 25 Staircase

Vending machine 23 Vending machine

Billboard 14 Billboard

Green plant 12 Green plant

Trash can 9 Trash can

Fireplug 9 Fireplug

Help desk 8 Help desk

Lamp 8 Lamp

Pillar 7 Pillar

Chair 5 Chair

Fountain 5 Fountain

Corner 2 Corner

Wall 2 Wall

Door 2 Door

Postbox 2 Postbox

Telephone booth 1 Telephone booth

Roof 1 Roof

Distribution box 1 Distribution box

Table 1 Table

the leaf nodes contained all the 14 attributes and 14 weights. The operators we used were
+,−, /, ∗, abs, and log. Traditional linear models were therefore also considered as candidates
in our proposed approach when only + and− were selected in a tree. However, in the evolution
procedure, these linear models were gradually eliminated because they did not perform well
on the training set. The reproduction rate, mutation rate, and crossover rate were set to 0.05,
0.1, and 0.85, respectively, a slight adjustment from the parameter setting used in (Yeh et al.
2007). That is, when a new population was being produced by the genetic operations based on
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the 10 best individuals, 5%, 10%, and 85% of the total 500 individuals were produced by the
reproduction, mutation, and crossover operations, respectively.

Table 9.4. Parameter of GP Run Settings.

Parameter name Parameter value

Number of runs (Nrun) 5

Population size (Spop) 500

Number of generations (Ngen) 30

Number of top individuals (Ntop) 10

Maximum depth of trees (D) 6

Reproduction rate (Rrate) 0.05

Mutation rate (Mrate) 0.1

Crossover rate (Crate) 0.85

9.5.2 Results and analysis

As discussed, most of the existing methods for estimating landmark salience were based on the
model proposed by Raubal and Winter (2002), which is a linear model, shown here as Equa-
tion 9.7. That is, the landmark salience, denoted by S, equals the sum of the products of the
visual attraction, which is denoted by (Sv), the semantic attraction, which is denoted by (Ss),
and the structural attraction, which is denoted by (Su), with corresponding weights denoted
by Wv, Ws, and Wu, respectively. The predefined weights allowed for an adaptation to dif-
ferent scenes (Lyu et al. 2015; Winter et al. 2004). For instance, Xing (2012) set Wv = 1/2,
Ws = 1/4, and Wu = 1/4, whereas Lyu et al. (2015) and Li et al. (2017) set the weights at
Wv : Ws : Wu = 1 : 1 : 1. Götze and Boye (2016), on the other hand, used a ranking SVM
method to learn the weights. As we have mentioned previously, this study neglected the struc-
tural attributes. Thus, Su equals 0.

S = Wv · Sv +Ws · Ss +Wu · Su (9.7)

This work compares existing approaches (Götze and Boye 2016; Lyu et al. 2015; Xing 2012) for
measuring the salience of landmarks with our proposed GP-based approach. We first calculated
the salience of the landmarks on the test set and sorted the landmarks in each scene according to
their salience, in descending order (e.g., A > C > B > D). We then obtained the percentage
of the scenes where the most salient landmark was correctly predicted by the algorithm, which
was regarded as the accuracy of identifying the most salient landmark and referred to as the
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Top1 accuracy. Meanwhile, we calculated the accuracy of correctly sorting the landmarks in
each scene according to their salience, referred to as the sort accuracy, which is also important,
considering the dialog setting that the pedestrian may not be able to observe or identify the first
choice for some reason. In this case, the second choice can then be recommended to the user.

The prediction results for the most attractive landmarks and the sorting of the five test groups
are shown in Figure 9.10. The average accuracies for the five test groups are shown in Table 9.5.
We can see that, on average, in 76% and 41% of the cases, the most salient landmark and the
sorting, respectively, can be correctly predicted by our proposed approach. The average rank of
the most salient landmark is 1.33, proving that the desired landmarks have a high-ranking result.
In all the five test groups, our proposed approach achieved better results than those of compared
algorithms. Furthermore, we can conclude that the machine-learning based models (e.g., GP
and SVM-based) outperform the manually defined model, mainly because the researchers man-
ually defined the model for a specific environment, such as on the street, in campus, or in a
shopping mall. Therefore, the models are incapable of adapting to a changing environment.
Although SVM-based solutions use a simple linear model, the weights can be learned automat-
ically based on training data. From this point of view, compared to manually defined models,
SVM has a stronger capability of adapting to a changing environment. However, a linear model
restricts the ability of representing complex and accurate quantitative relationships between the
salience and the attributes. Thus, the GP-based non-linear model achieves a better result than
that of the SVM-based linear model. The detailed sorting results obtained from these models
can be found in Appendix F, where A, B, C, and D represent the indexes of the landmarks. We
can conclude that, for application purposes, our proposed solution outperforms the traditional
approaches, because it can consistently achieve higher prediction accuracy levels. Furthermore,
our method does not require intervention from researchers (e.g., manually setting weight val-
ues) and can be easily extended to other indoor and outdoor environments without re-proposing
a new model, which is otherwise required in traditional solutions.

The learned models for the five folds are represented by Equation 9.8 to Equation 9.12.
We must consider that the learned non-linear model is data-dependent and can make accurate
predictions given abundant training data but, unlike linear models, cannot explain the exact
influence of distinct attributes on the salience of the landmark. Take the learned models depicted
in Equation 9.11 as an example. We cannot explain exactly how the Facade area, Facade area
of attached subject, and Text impact the salience of the landmarks. However, the final purpose
of the solution is to correctly select the most attractive landmark in a scene. From this point of
view, an interpretable model is not necessary. Despite this limitation, we can probably determine
which attributes are more important than the others based on their occurrence frequency in the
five models. For the 14 attributes listed in Table 9.1, their occurrence frequencies are 2, 5, 0, 2, 4,
1, 0, 4, 1, 3, 5, 0, 5, and 0, respectively. That is, Text, Facade area of attached subject, Colour,
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Shop, and Count of Baidu search are the most important attributes, whereas Shape deviation,
Information class, Foreign language, and Count of Google search are the least important
attributes. We reckon that the models that learned from the training data in shopping malls
cannot be directly used in other environments (e.g., office buildings and airports), considering
the variance of landmarks in different environments. However, the proposed solution is versatile
enough to be applicable for learning the salience model of other environments, given enough
training data.

y1 =0.04594 ∗ x6 − 0.2339 ∗ x13 + 0.05482 ∗ log(x2)− 0.0791∗

log(x11) + 0.1894 ∗ x9 ∗ log(x11)− 0.04594 ∗ (x8)
∧(1/2) + 0.507

(9.8)

y2 =0.05981 ∗ log(x2)− 0.05981 ∗ x11 − 0.02557 ∗ x8 + 0.02263∗

log(log(x10 + x11)
∧2)− 0.04652 ∗ log((x10 + x11)

∧2)+

0.02557 ∗ log((x5)
∧2)− 0.2471 ∗ (x13)

∧(1/2) + 0.6235

(9.9)

y3 =0.05228 ∗ log(x2 ∗ x5)− 0.1386 ∗ x8 − 0.06929 ∗ x1 − 0.1001 ∗ log

(x10 − x11)− 0.2655 ∗ (x13)
∧(1/2)− 0.01265 ∗ (log(x2/x5))

∧(1/2)−

0.07882 ∗ (x8 + x10 − x11)
∧2 + 0.6406

(9.10)

y4 =0.102 ∗ x5 − 0.102 ∗ x8 − 0.05357 ∗ (log(x2)
∧2)∧(1/2)− 0.4924∗

(x4)
∧2 ∗ x13 + 2.982E15 ∗ log(x11)/(7.206E16 ∗ x2 − 3.773E16)+

0.05308 ∗ (x4)
∧2 + 0.1346 ∗ x1 ∗ log(x2)/x11 + 0.4474

(9.11)

y5 =0.02409 ∗ x4 + 0.04912 ∗ log(x2)− 0.07607 ∗ log(x11)− 0.211∗

log(log(x10 ∗ log(x2))) + 0.1225 ∗ (x5)
∧(1/2)− 0.1921 ∗ (x13)

∧(1/2) + 0.4167
(9.12)

The precondition of applying a linear model to represent the quantitative relationship be-
tween the attributes and salience is that these attributes are independent, which, however, is not
true for our selected attributes. For instance, intuitively, the Facade area of attached subject cor-
relates with the Shop class because normally, only shops have attached subjects. It is the same
case for the Text and Text and Foreign language because the former is the abstraction of the
latter. The third example is Baidu search and Connection. The higher the Baidu search count
of a connection entity (e.g., staircase), the more common they are in shopping malls, which
means they are not suitable for wayfinding. Inversely, shop entities with a large Baidu search
count are easily recognized by humans, and there is normally just one such shop (e.g., Nike) in a
shopping mall. Therefore, these entities should be selected as the representative landmarks. Be-
cause there are plenty of complex relationships between the selected attributes, a linear model is
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too simple for representing the accurate quantitative relationship between the attributes and the
salience. The model that learned from training data, however, has no independence assumption
and does not care if the attributes are dependent or independent, because GP can automatically
select a model that best fits the training data. For instance, in Figure E.3 of Appendix E, the
shop COSMOLADY is the most salient landmark, and the salience calculated by the learned
model is ranked the highest. However, the salience calculated by the linear model is ranked
third, and that of the staircase is ranked the highest.
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(a) First test group.
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(b) Second test group.
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(c) Third test group.
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(d) Fourth test group.
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(e) Fifth test group.

Figure 9.10. Prediction results of different approaches for five test groups.

Table 9.5. Top1 and sorting accuracies achieved by proposed approach and traditional
approaches.

Comparative groups Top1 Sort

GP 0.76 0.41

Götze and Boye (2016) 0.435 0.205

Xing (2012) 0.275 0.12

Lyu et al. (2015) 0.275 0.125

9.5.3 Distribution of landmark salience

We further analysed the distribution of the true and predicted salience values of all the landmarks
and of the top 1 landmark in the data set. The result is shown in Figure 9.11. We can see
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that both the true and predicted salience values of landmarks approximately follow a normal
distribution, suggesting that (1) the collected 40,000 answers from volunteers about the salience
of the landmarks are unbiased, and (2) the learned non-linear model is reasonable because the
normal distribution is the most common type of distribution that describes the characteristics
of data in the real world. Furthermore, we divided the prediction results for the 200 scenes
presented in the previous subsection into five groups according to the true salience value of
the top 1 landmark in each scene. Table 9.6 shows the range of the salience value of the top 1
landmark, the number of scenes, and the top 1 and sorting accuracies for each group. We can see
that when the salience of the top 1 landmark comes within the range of 0.54–0.61, the highest
accuracy is achieved, subsequently followed by the ranges of 0.61–0.69, 0.47–0.54, 0.39–0.47,
and 0.32–0.39. Two factors are responsible for this result: the number of scenes, and the true
salience of the top 1 landmark in each range. First, the GP algorithm gives more weight to a
larger number of scenes, to achieve a higher accuracy. Second, the higher the salience value
of the highest ranked landmark in a scene, the more likely it can be distinguished from other
landmarks in the same scene.

Table 9.6. Prediction results for 5 salience ranges.

[0.32, 0.39) [0.39,0.47) [0.47,0.54) [0.54,0.61) [0.61,0.69]

Number of scenes 16 65 57 39 23

Number of correctly predicted Top 1 landmark 9 48 44 33 18

Number of correctly predicted sort of landmarks 4 24 26 17 11

Top1 accuracy 0.5625 0.73846 0.77193 0.84615 0.78261

Sort accuracy 0.25 0.36923 0.45614 0.4359 0.47826
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Figure 9.11. Distributions of true and predicted salience values of landmarks.

9.6 Discussions

The drawbacks of this work are twofold. First, the scenes or decision points we chose are
scattered distributed in the environment such that they do not follow certain navigation routes.
Meanwhile, the scene is observed from only one perspective or direction. However, the direc-
tions users walk to the decision point would definitely affect their perception of the salient land-
mark. In this research, we focused on learning a salience model that can measure the salience of
landmarks from a certain perspective. In the future, we will consider how to integrate the pro-
posed solution in the navigation application. The second limitation is that the proposed solution
relies on the visual characteristics of landmarks, which sometimes are not easily obtained from
maps, such as the OpenStreetMap (OSM), which can freely be used by anyone. Meanwhile, on
OSM, many shopping malls have been mapped with rich points of interest (POIs) or landmarks
(such as shops, fire hydrants, and vending machines), especially in Europe and in the United
States. Figure 9.12 shows the tagged POIs of a shopping mall on OSM. It would be applicable
and meaningful to develop a landmark-based indoor wayfinding system based on existing OSM
data. Therefore, a novel approach to selecting the salient landmark in an indoor environment,
based only on the semantic and spatial information that can be extracted from OSM, can be
proposed. This possible new method should be investigated in future works.
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Route learning based on virtual environments (VE) is appropriate for those people, espe-
cially elders, who struggle to remember routes when walking in unfamiliar environments. It is a
challenge to decide which segments/landmarks in a scene along a route should be abstracted or
removed to make the route easier to remember without too much scene information. Traditional
solutions manually abstract or remove certain segments of the scene along a route and then test
if the route can be easily remembered by volunteers. No accurate models have so far been de-
veloped for tackling this issue. In this regard, our work provides inspiration. First, we assume
that the high-salience landmarks, such as the street and the building that occupies a big area in
the scene, should be kept. In this way, the main task becomes generating a mathematical model
that can measure the salience of landmarks in a scene given the visual and semantic features.
The model can be learned with some machine learning approaches. To verify the assumption,
we can then produce many mixed virtual environments that abstract different information for
the same route and verify if volunteers remember the mixed environments with non-abstracted
landmarks that have a higher salience.

Figure 9.12. POIs of a shopping mall on OSM.

9.7 Conclusions

Selecting the most salient landmarks is a complex process in which various factors interact with
and restrict each other. These factors include the characteristics of landmarks, cultural back-
grounds of pedestrians, and surrounding environments of the landmarks. This work proposed
using GP to learn a non-linear model for measuring the salience of landmarks in shopping malls.
The landmark salience or the preferences of pedestrians on different landmarks were obtained
via questionnaires. The approach was evaluated based on 200 scenes. The results show that in
76% of the cases, our approach can correctly predict the most salient landmark, proving that,
compared to the traditional approaches based on linear models, our approach learns a non-linear
model that can better represent the quantitative relationship between the salience of the land-
marks and their attributes. Despite the fact that the learned model cannot clearly explain how
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each attribute contributes to the salience of the landmarks, the proposed solution outperforms
the compared algorithms from the perspective of application, because it can provide a higher
prediction accuracy and does not require any intervention from researchers (e.g., in manually
setting weight values). Furthermore, the model can be easily extended to other indoor and
outdoor environments without re-proposing a new model, which is otherwise required for the
traditional solutions. We have made openly available the Matlab code, the images of the 200
scenes, the tagged landmarks and their attributes, and the results of the questionnaires on the
online repository 1. In future works, we intend to construct a more general model that ignores
the visual attributes of landmarks, which requires a highly accurate image-based indoor model.
This idea is inspired by the fact that several landmarks in shopping malls have already been
tagged on OSM.

1Data and code are available at https://github.com/DinleyGitHub/Indoor-Mall-Landmarks-Saliency

https://github.com/DinleyGitHub/Indoor-Mall-Landmarks-Saliency
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A. Partial entrance tagging results
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Figure A.-1. Tagging result of partial test buildings





B. Grammar rules

Copy c | Storage s | Kitchen k | Lecture lec | Lounge l | Computer c | Support sup→ room r

(B.1)

Toilet t→ set(room, kr) r, set(door, kd) d

〈 1 ≤ kr ≤ 3; kd ≥ 0;

conByIntDoor(ri, ri+1, d)0<i<kr ;∑kr

i=1withExtDoor(ri) == 1

〉
(B.2)

Ancillary a→ Toilet t | Copy c | Storage s | Kitchen k |

Lecture lec | Lounge l | Computer c | Library lib (B.3)

Library l → set(room, kr) r, set(door, kd) d

〈
kr ≥ 1; kd ≥ 0;

conByIntDoor(ri, ri+1, d)0<i<kr

〉
(B.4)

Zoneaca z → set(lecture, kl) l, set(door, kd) d

〈 kl ≥ 1; kd ≥ 0;∑kr

i=1withExtDoor(ri) == 1;

edgeAdj(li, li+1, d)0<i<kl |

conByIntDoor(li, li+1, d)0<i<kl ;

〉
{z.type = academic} (B.5)

Zoneaca z → Library lib {z.type = academic} (B.6)

Lab l→ room rl(rw, door d) | φ〈inclusionAdj(rl, rw, d); onExtWall(rl)〉 (B.7)

LGroup g → set(Lab, kl) l, set(Supoort, ks) s, set(door, kd) d

〈
kl ≥ 1; ks ≥ 0;

conByIntDoor(l, s, d)

〉
(B.8)

Zonelab z → set(LGroup, kl) l
〈

kl ≥ 1; edgeAdj(li, li+1)0<i<kl

〉
{z.type = lab} (B.9)
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Office o→ room rp(rs, door d) | φ〈inclusionAdj(rp, rs, d); onExtWall(rp);withExtDoor(rp)〉
(B.10)

Zoneoffice z → set(Office, ko) o, set(door, kd) d〈
edgeAdj(oi, oi+1, d)0<i<ko |

conByIntDoor(oi, oi+1, d)0<i<ko ;

〉
{z.type = office} (B.11)

Center c→ set(Ancillary, ka) l, set(Supoort, ks) s

〈 (0 ≤ ka ≤ 3; ks ≥ 1)

| (ks == 0; ka ≥ 1);

edgeAdj(si, si+1)0<i<ks

| conByIntDoor(si, si+1, d)0<i<ks ;

formFullArea(a, s); inCenter(c);

〉
{z.type = support | academic} (B.12)

CZone c→ set(Ancillary, k) a, Zone z
〈

0 ≤ k ≤ 3; formFullArea(a, z)

〉
〈c.type = z.type〉

(B.13)

BUnit b→ set(CZoneoffice, ko) zo, set(Centerancillary, kc) c, set(CZoneaca, ka) za

〈 ko≥0; 0 ≤ ko ≤ 2; 0 ≤ ka ≤ 2; ka + ko >= 1;

(zoi)1≤i≤ko .type == office; (ci)1≤i≤kc .type == ancillary;

(zai )1≤i≤ka .type == academic;

〉
{b.type = office | academic}

(B.14)

BUnitlab b→ set(CZonelab, kl) zl, set(CZoneoffice, ko) zo,

set(CZoneaca, ka) za, set(Centersup, ks) cs, set(Centeranc, kanc) ca

〈 kl≥1; ko≥1; ka≥0; ks≥1; kanc≥0; (zli)1≤i≤kl .type == lab;

(zoi)1≤i≤ko .type == office; (zai )1≤i≤ka .type == academic;

(csi)1≤i≤kc .type == support; (cai)1≤i≤kanc .type == ancillary;

isDoubleLoaded(b) | (isTripleLoaded(b)

〉
{b.type = lab} (B.15)

Building f → set(BUnit, kb) b
〈

kb ≥ 1; edgeAdj(bi, bi+1)0<i<kb

〉
(B.16)



C. Partial room tagging result achieved by RF
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D. Partial room tagging result achieved by
RGCN
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E. Examples of test scenes for salience esti-
mation

(a)

53.00%34.00%

13.00%

A

B

C

(b)

Figure E.1. No. 1 in a test set.

(a)

40.00%

34.00%

26.00%

A

B

C

(b)

Figure E.2. No. 2 in a test set.
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(a)
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(b)

Figure E.3. No. 3 in a test set.
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(b)

Figure E.4. No. 4 in a test set.
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Figure E.5. No. 5 in a test set.
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Figure E.6. No. 6 in a test set.
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Figure E.7. No. 7 in a test set.
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Figure E.8. No. 8 in a test set.
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Figure E.9. No. 9 in a test set.
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Figure E.10. No. 10 in a test set.



F. Salience estimation results

Table F.1. Predicted sort results for Fold1.

Landmark scene GP Xing (2012) Lyu, Yu, and Meng (2015) Joachims (2002) Ground truth

1 A < B < C C < A < B A < C < B C < B < A A < C < B

2 A < C < B C < B < A C < B < A A < B < C A < C < B

3 A < B < C C < A < B C < A < B C < B < A A < C < B

4 A < B < D < C D < C < A < B D < C < A < B C < B < A < D A < C < B < D

5 D < A < B < C B < C < D < A B < C < D < A C < A < D < B A < B < C < D

6 D < A < C < B C < B < A < D C < B < A < D D < C < B < A D < C < A < B

7 A < C < B < D B < D < C < A B < D < C < A D < B < A < C A < B < C < D

8 A < C < B A < C < B < A < C < B C < A < B A < C < B

9 A < B < C A < B < C C < B < A A < B < C B < A < C

10 A < B < C A < C < B C < A < B A < B < C A < B < C

11 C < A < B B < A < C B < A < C A < C < B C < B < A

12 C < B < A B < A < C B < A < C B < C < A C < B < A

13 C < B < A A < C < B A < C < B B < C < A C < B < A

14 A < B < C C < A < B C < A < B A < B < C A < B < C

15 A < C < B A < B < C A < B < C A < B < C A < C < B

16 A < B < C B < C < A B < C < A B < C < A B < A < C

17 D < C < A < B B < A < D < C B < A < D < C D < C < B < A D < A < B < C

18 C < B < A < D A < D < C < B A < D < C < B B < C < A < D D < A < B < C

19 A < C < B B < C < A B < C < A A < C < B A < B < C

20 A < C < B B < C < A B < C < A B < C < A A < B < C

21 D < C < A < B A < B < C < D A < B < C < D D < C < B < A C < A < B < D

22 A < C < B C < A < B C < A < B C < B < A A < C < B

23 A < C < B A < B < C A < B < C A < C < B A < B < C

24 C < A < B C < B < A C < B < A A < C < B C < B < A

25 C < B < A B < A < C B < A < C C < A < B C < B < A

26 A < B < C B < C < A B < C < A C < B < A A < B < C

27 A < C < B A < C < B A < C < B B < A < C A < B < C

28 B < C < A C < B < A C < B < A C < B < A B < A < C

29 B < A < C A < C < B A < C < B B < C < A A < B < C

30 C < B < A A < B < C A < B < C C < B < A C < B < A

31 A < C < B B < C < A B < C < A A < C < B A < B < C

32 B < A < C C < A < B C < B < A A < B < C B < A < C

33 A < C < B A < B < C A < B < C C < B < A A < C < B

34 A < B < C C < A < B C < A < B C < B < A C < B < A

35 A < C < B A < C < B A < B < C C < A < B A < B < C

36 B < A < C B < C < A B < C < A A < C < B B < C < A

37 A < B < C C < A < B C < A < B A < B < C A < B < C

38 C < B < A A < C < B A < C < B B < C < A B < C < A

39 C < B < A C < A < B C < A < B B < A < C C < A < B

40 B < A < C A < C < B A < C < B C < B < A B < A < C
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Table F.2. Predicted sort results for Fold2.

Landmark scene GP Xing (2012) Lyu, Yu, and Meng (2015) Joachims (2002) Ground truth

1 B < D < C < A A < D < C < B A < D < C < B C < D < B < A C < D < B < A

2 B < C < A C < B < A C < B < A B < A < C A < C < B

3 C < A < B C < A < B C < B < A A < C < B A < C < B

4 B < C < A A < B < C A < B < C B < A < C B < A < C

5 B < A < C C < A < B C < A < B A < B < C B < C < A

6 B < A < C B < A < C A < B < C B < C < A B < C < A

7 B < C < A C < B < A C < A < B B < C < A B < C < A

8 B < A < C A < C < B A < C < B B < C < A B < A < C

9 A < C < B B < A < C B < A < C C < A < B A < B < C

10 B < A < C B < A < C B < A < C A < B < C B < A < C

11 B < C < A C < B < A C < B < A B < A < C A < B < C

12 B < A < C C < A < B C < A < B A < B < C B < A < C

13 A < C < B B < C < A B < C < A A < C < B A < C < B

14 A < C < B A < C < B A < B < C C < B < A B < A < C

15 D < C < A < B A < B < C < D A < B < C < D D < A < C < B D < B < A < C

16 C < B < A A < B < C A < B < C A < B < C B < C < A

17 D < C < B < A C < B < D < A C < B < D < A A < D < B < C D < B < A < C

18 C < A < B C < A < B C < A < B B < A < C C < A < B

19 A < C < B C < B < A C < A < B C < B < A A < C < B

20 B < C < D < A D < C < A < B D < C < A < B B < C < D < A B < A < C < D

21 C < A < B A < B < C A < B < C C < A < B C < A < B

22 A < B < C B < C < A B < C < A A < B < C A < B < C

23 A < B < C A < B < C A < B < C C < B < A A < C < B

24 D < B < C < A D < B < C < A D < B < C < A D < A < B < C D < B < A < C

25 A < C < B C < A < B C < A < B B < A < C A < B < C

26 C < A < B A < C < B A < C < B A < B < C C < A < B

27 A < B < C A < C < B A < C < B A < C < B B < C < A

28 C < B < A B < C < A B < C < A C < B < A C < B < A

29 B < A < C C < A < B C < A < B B < A < C A < B < C

30 B < A < C < D D < A < B < C D < A < B < C C < B < D < A B < D < A < C

31 C < B < A B < A < C B < A < C C < A < B C < B < A

32 B < A < C A < C < B A < C < B A < C < B A < C < B

33 A < C < B C < B < A C < B < A A < B < C A < B < C

34 A < C < B B < A < C B < A < C B < A < C A < B < C

35 B < A < C B < A < C B < A < C C < A < B B < A < C

36 A < C < B C < B < A B < C < A C < A < B A < C < B

37 A < C < B A < C < B A < C < B B < A < C A < B < C

38 B < A < C A < B < C A < C < B B < A < C A < B < C

39 C < B < A C < B < A B < C < A A < C < B A < C < B

40 B < C < A C < B < A C < A < B B < C < A B < C < A
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Table F.3. Predicted sort results for Fold3.

Landmark scene GP Xing (2012) Lyu, Yu, and Meng (2015) Joachims (2002) Ground truth

1 B < A < C A < C < B A < C < B C < B < A B < A < C

2 A < C < B B < C < A C < B < A B < C < A A < B < C

3 C < B < A C < A < B A < C < B B < C < A B < C < A

4 A < C < B A < B < C A < B < C C < A < B A < C < B

5 C < A < B A < B < C B < A < C A < C < B C < A < B

6 A < C < B C < B < A B < C < A A < C < B A < B < C

7 B < A < C < D A < C < B < D A < D < C < B B < A < D < C B < A < D < C

8 A < B < C C < B < A C < B < A B < A < C A < B < C

9 A < B < C A < B < C A < B < C B < A < C B < C < A

10 B < A < C A < B < C B < C < A A < C < B B < A < C

11 C < A < B B < A < C B < A < C A < C < B C < A < B

12 A < C < B B < A < C B < A < C C < A < B A < B < C

13 B < A < C C < B < A C < B < A C < B < A A < B < C

14 C < B < A A < B < C A < B < C C < B < A C < B < A

15 A < C < B B < C < A B < C < A A < C < B A < B < C

16 C < A < B B < A < C B < A < C A < C < B C < A < B

17 B < C < A C < A < B C < A < B B < A < C A < B < C

18 A < C < B A < C < B A < C < B C < A < B A < B < C

19 A < B < C B < C < A B < C < A B < A < C A < B < C

20 A < B < C C < A < B C < A < B A < B < C A < B < C

21 A < C < B C < B < A C < B < A C < A < B A < B < C

22 D < B < A < C A < C < D < B C < A < D < B A < B < D < C D < A < C < B

23 A < B < C < D B < C < A < D B < C < A < D B < A < C < D A < B < D < C

24 D < B < A < C C < A < D < B C < A < D < B B < D < A < C B < A < D < C

25 B < A < C A < C < B A < C < B B < C < A B < A < C

26 C < D < A < B B < C < D < A B < C < D < A D < C < A < B C < B < A < D

27 C < A < B A < C < B A < C < B C < A < B C < B < A

28 B < A < C C < A < B C < A < B B < A < C A < B < C

29 C < A < B B < A < C B < A < C A < B < C C < A < B

30 A < C < B C < A < B C < A < B B < A < C B < A < C

31 B < C < A B < A < C A < B < C B < A < C B < C < A

32 A < C < B A < B < C A < B < C A < C < B A < B < C

33 B < C < A B < A < C B < A < C B < C < A B < A < C

34 A < B < C B < C < A B < C < A C < B < A A < B < C

35 C < A < B A < B < C A < B < C C < B < A A < B < C

36 B < C < A A < C < B A < C < B A < B < C A < C < B

37 C < A < B B < A < C B < A < C C < A < B A < C < B

38 C < A < B A < C < B A < C < B B < C < A C < B < A

39 A < B < C B < C < A B < C < A A < B < C A < C < B

40 A < C < B B < C < A C < B < A B < C < A A < B < C
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Table F.4. Predicted sort results for Fold4.

Landmark scene GP Xing (2012) Lyu, Yu, and Meng (2015) Joachims (2002) Ground truth

1 C < A < B A < B < C A < B < C C < B < A C < A < B

2 B < A < C C < B < A C < B < A B < A < C B < C < A

3 A < B < C A < B < C A < C < B B < A < C A < B < C

4 A < B < C B < C < A B < C < A B < A < C A < B < C

5 C < A < B C < B < A C < B < A C < A < B A < B < C

6 A < B < C C < B < A C < B < A B < A < C A < B < C

7 C < A < B C < B < A C < B < A A < B < C C < A < B

8 A < C < B C < B < A C < B < A A < C < B A < B < C

9 B < A < C C < B < A C < B < A A < B < C B < A < C

10 A < C < B A < C < B A < C < B B < A < C A < C < B

11 B < A < C B < A < C B < A < C C < B < A A < B < C

12 A < B < C A < C < B A < C < B B < A < C A < B < C

13 B < A < C C < B < A C < B < A A < B < C B < C < A

14 B < D < A < C A < C < D < B A < C < D < B A < B < D < C B < A < C < D

15 A < B < C A < B < C A < B < C C < B < A A < C < B

16 B < A < C C < B < A C < B < A A < C < B B < A < C

17 D < A < C < B A < C < B < D A < C < B < D D < A < C < B D < C < B < A

18 A < B < C C < A < B C < A < B B < A < C A < B < C

19 B < A < C < D D < C < B < A D < A < C < B A < C < B < D A < B < D < C

20 B < A < C A < C < B C < A < B B < A < C B < A < C

21 C < B < A B < C < A B < C < A C < B < A C < B < A

22 A < B < C A < B < C B < A < C C < A < B A < B < C

23 B < C < A C < B < A C < B < A B < A < C B < A < C

24 A < C < B A < B < C A < B < C B < C < A A < C < B

25 B < A < C B < C < A B < C < A B < A < C A < B < C

26 A < C < B A < C < B A < C < B C < A < B A < C < B

27 A < C < B C < A < B A < C < B C < A < B A < C < B

28 C < B < A < D C < A < B < D C < A < D < B C < B < A < D B < A < C < D

29 A < C < B A < B < C A < B < C A < C < B A < B < C

30 A < C < B A < B < C A < B < C A < B < C A < B < C

31 C < A < B A < C < B A < C < B A < C < B B < A < C

32 A < B < C B < A < C C < B < A A < B < C A < B < C

33 B < A < C C < B < A C < B < A C < A < B B < A < C

34 A < B < C C < A < B C < A < B A < C < B A < C < B

35 C < B < A B < A < C B < A < C C < A < B B < C < A

36 B < C < A B < C < A B < C < A A < B < C B < A < C

37 A < B < C B < A < C B < A < C B < C < A A < B < C

38 C < B < A C < A < B C < A < B C < A < B C < B < A

39 A < B < C A < C < B A < C < B B < A < C B < A < C

40 B < D < A < C B < C < A < D B < C < A < D B < A < C < D A < B < D < C
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Table F.5. Predicted sort results for Fold5.

Landmark scene GP Xing (2012) Lyu, Yu, and Meng (2015) Joachims (2002) Ground truth

1 B < C < D < A B < C < A < D B < C < A < D B < A < C < D A < B < D < C

2 D < A < B < C D < B < C < A D < A < B < C A < B < C < D B < D < A < C

3 C < B < A A < C < B A < C < B C < B < A C < B < A

4 A < B < C A < B < C A < B < C B < C < A A < B < C

5 B < A < D < C A < B < D < C A < B < D < C B < C < D < A B < A < C < D

6 B < A < C C < B < A C < B < A A < B < C A < B < C

7 C < B < A C < A < B C < A < B A < B < C C < B < A

8 B < A < C C < A < B C < A < B A < C < B A < B < C

9 B < C < A A < C < B A < C < B C < B < A B < C < A

10 B < D < A < C C < D < B < A C < D < B < A B < A < D < C B < A < C < D

11 A < C < B C < B < A C < B < A A < B < C A < C < B

12 B < C < A A < B < C A < C < B B < C < A C < B < A

13 B < C < A A < C < B A < C < B B < C < A B < A < C

14 C < A < B C < B < A C < B < A B < A < C C < A < B

15 A < C < B A < C < B A < C < B A < C < B A < B < C

16 A < C < B B < C < A B < C < A C < A < B A < C < B

17 A < C < B C < B < A C < B < A B < A < C C < A < B

18 A < B < C B < A < C B < A < C A < C < B A < B < C

19 C < A < B A < B < C A < B < C C < B < A C < B < A

20 D < A < C < B D < A < C < B D < A < C < B A < B < C < D D < A < C < B

21 A < C < B A < B < C A < B < C A < C < B A < C < B

22 A < C < B < D A < B < D < C A < B < D < C A < B < C < D A < C < B < D

23 A < B < C C < A < B C < A < B A < B < C A < B < C

24 A < C < B B < A < C B < A < C A < C < B A < B < C

25 B < A < C B < C < A B < A < C B < C < A B < A < C

26 A < B < C A < B < C A < B < C A < B < C A < B < C

27 B < C < A B < C < A B < C < A B < C < A B < A < C

28 B < C < A B < A < C B < A < C B < C < A B < A < C

29 A < C < B A < C < B A < C < B C < A < B B < A < C

30 A < C < B A < C < B A < C < B B < C < A B < A < C

31 A < C < B C < A < B C < B < A A < C < B A < B < C

32 A < C < D < B D < A < BC A < D < B < C C < B < D < A A < B < C < D

33 A < C < B C < B < A B < C < A A < C < B A < C < B

34 B < C < A A < C < B A < C < B A < C < B B < C < A

35 A < C < B C < A < B C < A < B A < B < C A < B < C

36 C < A < B A < B < C A < B < C C < A < B C < A < B

37 B < A < C C < B < A C < B < A A < B < C B < A < C

38 B < A < C B < A < C B < C < A A < B < C A < B < C

39 A < B < C C < A < B C < B < A A < B < C B < A < C

40 B < C < A B < C < A B < C < A A < B < C B < A < C





Dedaration  of  Autborship

Paper  Title:  Roof  mode]  recommendation  for  comp]ex  buildings  based  ot'i

combination  niies  and  syi'rimetry  features  in footprmts

Appeared  in:  Hu,  x., Fan,  H.,  Noskov,  A. (2017).  Roof  model  recommendation  for

complex  buildings  based  on combination  rules  and symn"ietry  features  in footprints.

International  Journa]  of  Digital  E.ar(]'i, !1(]  O), pp.1039-]063.

Contyibution  Statement:  Xuke  Hu has designed  the approach,  in"ip]emented  föe

algoritlim,  conducted  tl-ie experiment,  and  performed  the analysis  for  tiiis  p'itblication.

He also  wrote  the ma,jor  part  of tl"iis publication.  Hongchao  Fan  provided  valuable

suggestions  to improve  the  approacb,  and  made  great  enl-iancement  during  the  writing

process.  He also  'liad  much  contributio'i"i  to €l'ie paper  submission.  Alexey  Noskov

proofread  föe mar'iiiscript  and provided  valuable  feedbacks  which  led  to substantial

improvements  of.the  paper.

Tlie  estimated  percentage  oftlie  dissertatiori  auföor's  contribution  is 80%.

Nanie Signature

I
Xuke  Hu

(First  author)

li<e I-t-
Alexancleia Zipf

(Supervisor)

j

Alexcy  Noskov

(Coautlior)





Dedaration  of  Autborship

Paper  Titte:  Tagging  the buildings'  Öiain  entrance  based  on  OpenStreetMap  and
binary  imbalancec'l  learnir':ig

Appeared  in:  Hit,  X., Nosl<ov,  A., Novack,  "r., Fan, I-l., GLl,  F., Li,  H., S)iai"ig,  J.
(2020).  Tagging  the buildings'  mair'i  entrance  based  on OpenStreetMap  and binary
imbalanced  learning.  Intemational  Journai  of Geograpliical  Infori'nation  Science.
(Reviewed).

ContrjbutAon  Sfaten'nent:  Xuke  I-'iu bas designed  the approacl"i,  implemented  the
a'lgorithn"i,  conducted  t1'ie experiinent,  and performed  t)"ie ar'ialysis  for  t)"iis pub]icatioxi.
lle  :ilso  wrote  tl"ie ma.jor  part  of  föe papcr.  Alc'xey  Noskov  prepared  tl"ie experin-iental
data and provided  va]uable  suggesiions  and comments  during  the initial  setup  of the
experiment.  Tessio  Noskov  discussed  the solution  and proofread  the manuscript.
Fuqiang  Git,  Hao  Li, and Jianga  Sliang  have  offered  many  cominents  arid  rnade
substantia]  improvenients  during  tlie  writing  process.  Hongchao  Fan  provided
vafüab]e  feedbacks  wiiicb  led  (o sitbstantiai  in'iprovements  of  föe paper.

The  estimated  percentage  of  tlie  dissertation  aufüor's  conn-itaitioii  is 80o*.

Date Name Signature

Xuke  }-lti

(First  autl'ior) ;,=(p I-lli
Aley;inder  Zi('ir

(Supervisor)

Aiexey  Noskov

(Coautlior')

k(J1exe5r1)c:=





Dedaration  of  Authorsbip

Papet  Title:  Feasibility  of  using  grat'nmars  to infer  room  semantics

Appeared  in:  Hu,  X., Fan, H., Noskov,  A.,  Zipf,  A., Wang,  Z., Sliang,  J. (2019).

Feasibiiity  of  using  gramn-iars  to infer  room  semantics.  Reino(e  Sensing.  vol.  11(13),

p.1535.  Doi:  j0.3390/rs'l1131535.

Contribution  Staternent:  Xuke  Hu has designed  i.he approach,  implen"iented  the

a]goritl"in'i,  conducted  föe experiment,  and  performed  the ana]ysis  for  this  publication.

He also wrote  the n"iajor  part  of tlie  paper.  I-longcliao  Fan provided  valuable  ideas

whicii  led  to föe positive  outcomes  of the paper.  Alexey  Noskov  and  Zhiyong  Wang

have  provided  valuable  suggestions  and comn"ients  during  tl"ie initial  setup  of tlie

experiment,  the whole  writing  process  and the revisions  afterwards.  A]exander  Zipf

and Jianga  Shang  }iave  oft-ered  rnany  coi'riments  and made  substantial  improvements

to föe paper.

The  estiinateci  perccntage  of  tiie  dissertatiori  author's  contribution  is 85%.

Date Nane Signature  '

Xuke  HLl

(First  at.it)"ior)

y<s_ /-!-

I
Alexander  Zipf

(Supervisor)
I
I

:!(Ma=lgi"u)





DecNaration  of  Authorship

Paper  Tide:  Roon"i  semantics  inference  using  randon"i  forest  and reiational  grapi"i

convolutional  net'work:  a case study  of  research  building

Appeared  in:  Hu, x., Fan, H., NOSkOV, A., Wang,  Z., Zipf,  A., Gu, F., Shang,  J.

(2020).  Room  semantics  inference  usirig  random  forest  and  re]ationa]  graph

convolutiona]  network:  a case  study  of research  buildi'i"ig.  Transactions  in GIS.

(reviewed)

Contribution  Statentent:  Xuke  Hu lias designed  the approach,  implemented  föe

algorithm,  conducted  tlie  experiment,  and performed  tl"ie analysis  for  tl"iis publication.

He also wrote  the major  part of ti"ie paper. Hongcl"iao  Fan arid Alexey  Noskov

provided  the valuable  ideas of the study,  whic}"i  ]ed to the positive  outcome  of the

paper.  Zl"iiyong  Wang  and füqiang  Gu have provided  valuable  suggestions  and

con"iments  during  tl'ie initial  sentp  of the experimem,  the wliole  writing  process  and

the  revisions  afterwards.  A]exander  Zipf  and Jianga  Shang have  offered  many

comments  and made  substantial  improvements  to föe paper.

Tlie  estimated  percentage  of  the dissertation  author's  contribution  is 85%.

Daxe Nanxe Signature

Xrike  I-Ju

(First  autlior)

y4( /-t=A

A]exander  Zi)_+f

(Su)_icrvisor)

Alexev  Noskov

(Coautlior) 4  CAtLx")p'g»v-='J





Dedaration  of  Authorsl'lip

Papet'  Tit]e:  Data-driven  approacii  to iearning  salience  models  of  indoor  landmarks

by using  genetic  programming

Appeared  in:  Hu,  x., Ding,  IL., Shang,  J., Fan, H., Novack,  'r., Noskov,  A.,  Zipf,  A.

(2020).  Data-driven  approach  to leaming  sa]ience  mode]s  of indoor  ]andmarks  by

itsing  genetic  programming.  Ii"iternatiorial  Journal  of  Digitai  Earth,  1-28.

Contributioxt  Statemenf:  Xuke  Hu has ctesigned  tlie approacli  and perfori'ned  €l"ie

analysis  for  tliis  publication.  He also wrote  föe major  part  of the paper.  Lei  Ding

imp]emented  the a]goritlim  änd cond'ucted  the experiments  under  föe guidance  of

Xuke I-ILl. Jianga Shang provided tl"ie vaiuable ideas wliidi  led to the positive
outcome  of t'he paper.  Tessio  NOSkOV  has  provided  valuab1e  suggestions  and

öomments duririg tlie whole writing lirocess  and the revisions afterwards. Alexander
Zipf,  Hongchao  Fan, and Alexey  NOSkOV l"iave offered  inany  con-iments  ai"id made

substantia]  in"iprovements  to t)"ie paper.

Tlie  estimated  percentage  ofthe  dissertation  author's  coxitribution  is 75o/o.

Date

l-

I

Name

Xrike  Hu

(First  arithor)

Alexander  Zipf

(:xipervisor)

Signature  ,

y4 /-0'L I
I

----7---i

I

I

Alexey  Noskov

(Coauthor)

4(hic;g-ypc:sv,')





Eidesstattliche Versicherung gemäß § 8 der Promotionsordnung
der Naturwissenschaftlich-Mathematischen Gesamtfakultät der
Universität Heidelberg

1. Bei der eingereichten Dissertation zu dem Thema ‘‘Building Semantics Reasoning
by Using Rules based on Available Geospatial Information” handelt es sich um
meine eigenständig erbrachte Leistung.

2. Ich habe nur die angegebenen Quellen und Hilfsmittel benutzt und mich keiner
unzulässigen Hilfe Dritter bedient. Insbesondere habe ich wörtlich oder sinngemäß
aus anderen Werken übernommene Inhalte als solche kenntlich gemacht.

3. Die Arbeit habe ich bislang nicht an einer Hochschule des In- oder Auslands als
Bestandteil einer Prüfungs- oder Qualifikationsleistung vorgelegt.

4. Die Richtigkeit der vorstehenden Erklärungen bestätige ich.

5. Die Bedeutung der eidesstattlichen Versicherung und die strafrechtlichen Folgen
einer unrichtigen oder unvollständigen eidesstattlichen Versicherung sind mir bekannt.

Ich versichere an Eides statt, dass ich nach bestem Wissen die reine Wahrheit erklärt
und nichts verschwiegen habe.

Jena, 27 May 2020

Xuke Hu


	Acknowledgements
	Abstract
	Kurzfassung
	Contents
	List of Figures
	List of Tables
	I Synopsis
	Introduction
	Motivation and research context
	Technological challenge of equipment-based sensing and VGI
	Association between spatial elements
	Explicit and implicit rules

	Research objectives and research questions
	Feasibility of using explicit rules to infer roof shape of complex buildings
	Feasibility of applying learned implicit rules in main entrance tagging
	Comparison of explicit rules and learned implicit rules in inferring room usage
	Comparison of explicit rules and implicit rules derived from statistical learning in landmark salience prediction

	Dissertation outline
	Dissertation structure
	Publications


	Results and discussions
	Feasibility of using explicit rules to infer roof type of complex buildings
	Results
	Discussions

	Potentials of applying learned implicit rules in main entrance tagging
	Results
	Discussion

	Comparison of explicit and implicit rules in inferring room usage
	Results
	Discussion

	Comparison of explicit and learned implicit rules in landmark salience calculation
	Results
	Discussions


	Conclusions
	Future works
	References

	II Publications
	Roof model recommendation for complex buildings based on combination rules and symmetry features in footprints
	Introduction
	Related works
	Roof shape recommendation
	Footprint decomposition
	Symmetry detection in partitions
	Selection rules
	Combination rules
	Symmetry rules
	Probability calculation

	Experiments
	Comparison of joint probability 
	Comparison of single event probability 

	Discussions 
	Conclusions
	References

	Tagging the buildings' main entrance based on OpenStreetMap and binary imbalanced learning
	Introduction
	Related works
	Approach
	Data pre-processing
	Feature extraction
	Classification models for imbalanced data

	Experiments
	Experimental setting
	Tagging accuracy

	Discussions
	Conclusion
	Data and codes availability statement
	References

	Feasibility of using grammars to infer room semantics
	Introduction
	Related works
	Formal representation of layout principles of research buildings
	Definition of research buildings
	Hierarchical semantic division of research buildings
	Constrained attribute grammar
	Predicates
	Defined rules

	Algorithm of inferring room types 
	Workflow
	Bayesian inference
	Compute parse forest
	Calculating probability

	Experiments
	Training data
	Testbeds
	Experimental results

	Discussions
	Conclusions
	References

	Room semantics inference using random forest and relational graph convolutional network: A case study of research building
	Introduction
	Related work
	Methods
	Machine learning-based room type tagging
	Deep learning-based room type tagging

	Experiments
	Comparison of tagging accuracy of proposed approaches
	Comparison of time-consumption of proposed approaches

	Discussions
	Conclusions
	References

	Data-driven approach to learning salience models of indoor landmarks by using genetic programming
	Introduction
	Related work
	Salience indicators of indoor landmarks
	Visual prominence
	Semantic attraction

	Methodology
	Workflow
	Data collection and processing
	GP-based model learning

	Experiments
	Experimental parameter selection
	Results and analysis
	Distribution of landmark salience

	Discussions
	Conclusions
	References

	Appendix Partial entrance tagging results
	Appendix Grammar rules
	Appendix Partial room tagging result achieved by RF
	Appendix Partial room tagging result achieved by RGCN
	Appendix Examples of test scenes for salience estimation
	Appendix Salience estimation results


